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ABSTRACT 

Understanding the geodynamo is a complex endeavor that heavily relies on 

advanced numerical modeling. Current magnetohydrodynamic (MHD) models, 

designed to replicate its behavior, operate within parameter regimes that are 

significantly removed from the estimated conditions in Earth's outer core. Despite 

their sophistication, these models often fail to reproduce magnetic fields that 

closely resemble those of the Earth and demand substantial computational 

resources. This paper focuses on the polarity reversal record, which is marked by 

a distinct change in the frequency of reversals over geological timescales. MHD 

models, due to their inherent complexity, offer limited insight into the underlying 

causes of these observational patterns. As an alternative, the domino model 

emerges as a computationally efficient tool capable of capturing many essential 

features of the main dipolar magnetic field. In this study, we analyze two versions 

of the domino model: one that incorporates inertial forces and a diffusive version. 

Although both versions share a similar reversal mechanism, the structure of their 

differential equations suggests that they operate within different dynamical 

regimes. Notably, the inertial version of the domino model generates a polarity 

reversal record that closely mirrors that observed in nature. We further explore 

potential extensions of the inertial domino model by incorporating additional 

mechanisms relevant to the dynamics of Earth’s outer core. These enhancements 

aim to transform the model into a more comprehensive and effective framework.  

The insights gained from this simplified yet informative approach may ultimately 

contribute to refining the full-scale magnetohydrodynamic models of the 

geodynamo. 

Keywords: Geodynamo, low-dimensional models, domino model, dipolar field 
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1. INTRODUCTION

Magnetic fields are present around a wide range of astrophysical 

bodies, including planets, stars, planetary nebulae, supernova remnants 

(such as magnetars), and even galaxies (Davidson 2013a). These fields 

constitute complex systems that exhibit a diverse array of topologies and 

spatiotemporal evolutions. Among them, Earth’s magnetic field—also 

known as the geomagnetic field—is the most thoroughly studied (Backus 

et al., 1996). Extensive datasets exist, comprising both direct 

measurements and historical records, which span multiple temporal and 

spatial scales ranging from thousands to millions of years (Valet et al., 

2006; Guyodo and Valet, 2006). 

The geodynamo is a remarkably complex system characterized by rich 

and dynamic behavior. As heat escapes from the inner core and is 

transferred outward, it drives thermal and buoyant convective motion: 

hotter, less dense fluid rises, while cooler, denser fluid sinks. 

Simultaneously, Earth’s rotation imposes Coriolis forces that organize 

these convective flows into helical, columnar structures (Busse 1975; 

Kageyama and Sato 1997). The motion of this electrically conductive fluid 

through an existing magnetic field induces electric currents, which, 

according to the induction equation, generate additional magnetic fields 

(Backus et al., 1996; Duka et al., 2015). This self-sustaining process, in 

which fluid motion reinforces the magnetic field, forms the essence of the 

dynamo mechanism (Roberts and King 2013). Turbulent convection in the 

liquid outer core plays a critical role. The chaotic and turbulent nature of 

the flow—coupled with the complex interplay among convection, rotation, 

and magnetism—gives rise to the intricate and continually evolving 

structure of Earth’s magnetic field, including its periodic reversals (Spence 

et al., 2006). 
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Fig. 1 The time series of the polarity reversals for the period of 157.5 Myr provided 

by Cande and Kent (1992). There it is shown the polarity of the Dipolar field for the 

last 157.5 million years. The time “0” refers to the present  

(adapted from Duka et al., 2015). 

On Earth’s surface, approximately 90% of the total magnetic field 

(Backus et al., 1996) closely resembles that of a giant bar magnet tilted at 

a variable angle relative to the planet’s rotational axis. This configuration, 

known as the dipolar field, is far from stable—it has undergone numerous 

polarity reversals throughout Earth’s history. Over geological time, the 

dipolar field has flipped, meaning the magnetic North and South poles have 

switched places. These geomagnetic reversals occur intermittently, with an 

average frequency of approximately every 200,000 to 300,000 years, 

though with significant variability (Guyodo and Valet 2006; Olson et al., 

2010; Mori et al., 2013; Duka et al., 2015; Peqini et al., 2015; Valet and 

Fournier 2016; Raphaldini et al., 2021). This irregularity is clearly 

illustrated in Figure 1, which shows the dipolar field's polarity over the 

past 157.5 million years. Periods of frequent reversals are interspersed with 

intervals of prolonged stability, lasting tens of millions of years (Cande 

and Kent 1992; Valet and Fournier 2016; Raphaldini et al., 2021). Such 

variability suggests changes in the underlying behavior of the geodynamo 
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over time (Carbone et al., 2020). Several studies have proposed that 

variations in heat flux across the core–mantle boundary (CMB) may 

influence the frequency of geomagnetic reversals. Notably, efforts have 

been made to quantify how changes in the amplitude of CMB heat flux 

affect reversal rates (Olson et al., 2010; Olson et al., 2014). However, 

deriving clear insights and interpretations within the framework of 

magnetohydrodynamic (MHD) models remains a significant challenge. 

Fortunately, an alternative approach exists: rather than relying on 

computationally intensive magnetohydrodynamic (MHD) models, one can 

construct simpler low-dimensional models that focus on specific aspects 

of the system, such as dipolar field reversals. In this paper, we briefly 

review the domino model and analyze two versions of it, originally 

proposed to yield similar results (Nakamichi et al., 2012). Despite its 

structural simplicity and extremely low computational cost, the domino 

model appears to be well-designed for capturing reversals and other 

temporal variations of the dipolar geomagnetic field (see below for details 

and references). Moreover, it offers a promising framework for the 

development of more refined models that may contribute to a deeper 

understanding of geomagnetic field dynamics. 

The structure of the paper is as follows: Section 2 presents the 

theoretical framework of the domino model, focusing on two specific 

versions. Section 3 outlines the corresponding results, while Section 4 

offers an in-depth discussion of potential directions for extending the 

model. Finally, Section 5 concludes the paper by summarizing the main 

findings. 

 

2. Domino model: Motivations and Theoretical Framework 

Early simulations using full magnetohydrodynamic (MHD) models 

have shown that, in the convection-driven regime, striking columnar 

structures emerge within the liquid outer core (Kageyama and Sato 1997). 

Such structures are both theoretically expected and commonly observed in 

rapidly rotating, low-viscosity fluids, as described by the Proudman–

Taylor theorem (Backus et al., 1996; Davidson 2013b; Duka et al., 2015; 

Peqini et al., 2015). These columnar structures generate their own 

magnetic fields, and their cumulative effect constitutes a significant 

portion of the internally generated dipolar magnetic field. This concept 

forms the foundational assumption of the domino model (see Fig. 2). Each 

column is in rotational motion, characterized by the angle θᵢ, which denotes 
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the orientation of the column's axis relative to Earth's rotation axis. 

According to the Proudman–Taylor theorem, columns have a natural 

tendency to align with the rotation axis, resulting in a restoring force that 

opposes large deviations in orientation. The magnetic fields generated by 

individual columns interact with one another, and these interactions are 

modeled using an Ising-like spin framework. Additionally, the columns 

experience drag forces due to the viscous properties of the outer core, 

modeled as being proportional to their angular velocity. Finally, the 

columns are subjected to random external forces that emulate the effect of 

heat flow originating at the boundary between the inner and outer core. 

Fig. 2 Sketch of the domino model, adapted from Duka et al., 2015. 

The primary motivation for developing the domino model is the 

explanation it provides for dipolar geomagnetic reversals—intermittent 

changes in the orientation of the dipolar geomagnetic field (Guyodo and 

Valet 2006; Kuipers et al., 2009; Olson et al., 2010; Valet and Fournier 

2016). While these authors analyze various aspects of reversals, they do 

not offer an intuitive description of the underlying reversal mechanism. In 

contrast, the domino model presents a straightforward and conceptually 

clear explanation. 

The assumptions and concepts outlined above can be summarized in 

the following Lagrangian formulation (Nakamichi et al., 2012; Mori et al., 

2013; Duka et al., 2015; Peqini et al., 2015): 
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Here, N denotes the number of spins, Si, which serve as free 

parameters. Each spin represents the magnetic field generated by its 

corresponding convective column. The first term models the kinetic energy 

of each column/spin, while the remaining terms capture the tendency of 

spins to align with the rotation axis and the spin-like interactions between 

the magnetic fields of neighboring columns. Notably, the Ω⋅Si term is 

squared, reflecting the symmetry between upward and downward 

orientations and thereby mimicking the symmetry found in 

magnetohydrodynamic models (Mori et al., 2013; Duka et al., 2015; 

Peqini et al., 2015). The free parameters γ and λ must be negative to ensure 

attractive interactions. The Lagrangian (1) is then subjected to a modified 

set of Euler–Lagrange equations that incorporate drag and random forcing 

terms (Duka et al., 2015; Peqini et al., 2015): 

Here κ, ε and χi denote the drag coefficient, the magnitude of the 

random forcing, and a random variable drawn from a normal distribution 

with zero mean and unit variance, respectively (Mori et al., 2013; Duka et 

al., 2015). Aditionally, τ is a parameter chosen to be a measure for the time 

step in the numerical procedure. 

By applying straightforward calculations involving partial and total 

time derivatives, the following set of N equations is obtained: 

Periodic boundary conditions are employed in the model (Duka et al., 

2015) for several important reasons. The Earth’s magnetic field is 

generated by convective flows in the liquid outer core, which are inherently 

cyclic and continuous in space. Moreover, the core lacks rigid 

boundaries—unlike a confined box—where magnetic field lines abruptly 

terminate; instead, magnetic flux is continuously transported and 

regenerated throughout the fluid. In a finite, non-periodic system, spins 

located at the edges would behave differently from those in the interior, 
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potentially introducing unwanted artifacts. The use of periodic boundary 

conditions ensures that every spin experiences identical surroundings, 

thereby eliminating edge effects that could distort the dynamics of 

geomagnetic reversals. 

3. RESULTS

The domino model (3) involves five free parameters, or 

hyperparameters: N, γ, λ, κ Variations in any of these parameters can have 

significant impacts on the model’s output time series. The parameter space 

and regions of interest have been explored in previous studies (Mori et al., 

2013; Duka et al., 2015), though a detailed discussion is beyond the scope 

of this paper. The second-order ordinary differential equations (ODEs) in 

equation (4) are solved numerically using a standard fourth-order Runge–

Kutta method. Unlike the forward Euler method, which is highly sensitive 

to the choice of time step, the Runge–Kutta algorithm is considerably more 

stable and robust (Mori et al., 2013; Peqini et al., 2015). 

Fig. 3 Typical time series generated by the domino model (3). The time scale is in 

the model's time units. 

The output of the domino model equations (3) is the axial component, 

referred to as the magnetization (see Fig. 3). This component is computed 

by summing the axial components of all spins. A maximum value of +1 



10      AJNTS No 61 / 2024 (XXIX) 

(or a minimum of –1) corresponds to complete alignment in the positive 

(or opposite) direction. The resulting time series exhibits complex 

behavior and can be generated for arbitrary durations. Time is typically 

expressed in model units, calculated as described in Duka et al., (2015). 

The domino model’s depiction of continuous and irregular axial 

oscillations of the dipolar moment can be linked to various geomagnetic 

phenomena observed in paleomagnetic records. The short-term 

oscillations in the dipole moment, resulting from fluctuations of individual 

spins, resemble secular variation. This term refers to gradual changes in 

the Earth’s magnetic field over years to centuries, reflecting the dynamic 

nature of the geodynamo and providing insights into fluid motions within 

the Earth’s outer core (Buffett 2024). Larger intensity fluctuations in the 

model, interpreted as intermittent large rotations of multiple spins, 

correspond to geomagnetic excursions. Excursions are temporary 

deviations from the field’s normal polarity, characterized by significant 

decreases in field intensity and magnetic poles wandering to lower 

latitudes without completing a full reversal (Buffett 2024; Constable and 

Morzfeld 2025). Finally, the model’s occurrences of complete polarity 

flips, where most or all spins reverse polarity, correspond to geomagnetic 

reversals observed in the geological record (Valet et al., 2005; Valet and 

Fournier 2016; Constable and Morzfeld 2025). 

The random term in equation (3) is not essential for producing the 

mechanism observed in Figure 3, as this behavior arises from the inherent 

complexity of the equations themselves. Nakamichi et al., (2012) analyzed 

cases in which both the random and drag terms were omitted, as well as a 

purely diffusive scenario. In the latter, the second time derivative in 

equation (3) becomes negligible, reducing the system to a set of first-order 

ordinary differential equations with random terms. 

In these equations, the coefficient κ is absorbed by the other 

coefficients, thus reducing the total number of hyperparameters to four (N 

included). The values of parameters used in simulations changes and the 

exploration of the respective parameters’ space remains a future venue of 

research. Solving these equations using the Runge-Kutta method is easier 
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and a typical realization (not shown here) is qualitatively similar to the one 

provided in Fig. 3. 

The qualitative resemblance among these realizations is misleading. 

Nakamichi et al., (2012) have suggested that the realizations of the domino 

model (3) and the diffusive version (4) are similar to each other. One 

simple and straightforward way to test this assertion is by calculating the 

ratio of the Probability Distribution Function (PDF) for each Axial 

Component series, generated by each version of the domino model (either 

3 or 4). The PDFs have the same binning and we have opted for a smaller 

number of bins to avoid the effect of statistical fluctuations. If the models 

are similar to each other, the ratio for each bin should be close to one. The 

ratio plot in Fig. 4 shows that the PDFs of both models are quite different. 

Especially the central bins are distinctly further away from the similarity 

line (the reference level in the plot). Thus, we can state the presumed 

similarity between these models does not hold from a quantitative 

perspective. In reality, these models stand as two distinct ones. 

Fig. 4. Ratio plot of the PDFs of the domino models (4) and (5). The horizontal line 

that depicts the value 1 would be the case when the ratio of respective bins is 1. In 

this case, the PDF has 20 bins. Further increase to 50 bins does not improve the 

result suggesting essential differences between the models. 

The discrepancy in the central bins indicates notable differences in 

how each model represents the Earth's magnetic field behavior. The central 

bins typically correspond to the most probable or average values of the 

geomagnetic dipole moment. Discrepancies here suggest that the models 
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differ in their portrayal of the Earth's typical magnetic field strength. As 

secular variation refers to the gradual change in the Earth's magnetic field 

over time, differences in the central bins may imply that the models have 

different sensitivities to these long-term changes. Furthermore, the central 

part of the distribution is influenced by the frequency and characteristics 

of geomagnetic excursions (temporary deviations) and reversals (polarity 

switches). Discrepancies here could indicate that the models differ in how 

they simulate these phenomena. 

Fig. 5 a) Time series of polarities (upper 4 panels) pertaining to a realization of the 

domino model (3). The graph shows the polarity and not the magnitude of the 

dipolar geomagnetic field. The color filling has been employed for clarity, where 

empty intervals represent normal polarity (current one), while filled intervals 

represent reverse polarity periods. b) Similar graph (lower 4 panels), but for the 

domino model (4). The color filling has not been employed because it is not needed. 
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Interestingly, the domino model (3) (Fig. 5, upper panel) qualitatively 

reproduces the observed pattern of geomagnetic reversals shown in Fig. 1. 

The model demonstrates intermittent polarity reversals of the dipolar 

geomagnetic moment, as well as variations in reversal frequency. The 

figure presents a portion of a long realization of the model, covering 50 

million model time units. However, other realizations of the same model 

(not shown) exhibit similar behavior. 

From a quantitative standpoint, the observed data set has been analyzed 

statistically by Ryan and Sarson (2007). They conducted statistical tests 

using 14 different distributions under the assumption that the time intervals 

between reversals are randomly distributed. Their analysis included two 

data sets, one of which originated from Cande and Kent (1992), yielding 

closely similar results. According to their findings, the best-fitting 

distributions are the 3-parameter log-logistic and 3-parameter lognormal 

distributions. Both are heavy-tailed, but with distinct tail shapes. The 

authors note that the log-logistic distribution does not treat the longest 

reversal-free period on record—the Cretaceous Normal Superchron—as an 

outlier, in contrast to the lognormal distribution. Given that the exact 

duration of the superchron remains uncertain, they also analyzed the data 

set without it, finding that the lognormal distribution provides the best fit 

in that case. Unfortunately, the authors do not report the specific parameter 

values for comparison. For the domino model (3), the best-fitting 

distribution is also lognormal, with parameters μ = –1.27 ± 0.02 and σ = 

0.99 ± 0.04—values very close to those reported by Duka et al., (2015): μ 

= –1.29 ± 0.03 and σ = 0.97 ± 0.02. In contrast, for domino model (4), the 

distribution deviates from lognormal and exhibits a heavier tail, indicating 

a higher number of long intervals between reversals. 

Regarding domino model (3), we observe that long stretches of time 

without reversals occasionally occur, followed by periods characterized by 

frequent reversals. However, the distinct pattern of a decrease followed by 

an increase in reversal frequency—observed in the palaeomagnetic 

record—has not yet been reproduced. This raises at least two possibilities: 

either the current observations represent a limited snapshot of a much 

longer series encompassing the entire history of the Earth's magnetic field, 

within which reversal frequency changes randomly; or the geodynamo 

undergoes critical transitions that account for the observed variations in 

frequency (Raphaldini et al., 2021). If the latter is true, it becomes essential 

to identify and investigate the mechanisms that drive such transitions. Our 

analysis thus far suggests that the inertial terms included in model (3)—
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but absent in model (4)—are a crucial component in explaining changes in 

reversal frequency. For example, the reversal record generated by model 

(4) (Fig. 5, lower four panels) shows significantly fewer reversals and no

evident variation in their frequency. However, these findings are not yet

conclusive, as the behavior of both models is highly sensitive to parameter

selection. Therefore, a more detailed and systematic analysis is required to

obtain robust and generalizable results.

4. Discussions: Further Extensions

Many magnetohydrodynamic (MHD) simulations have shown that the 

inner core and its magnetic moment significantly influence the 

geomagnetic reversal mechanism (Hollerbach and Jones 1993; 1995; 

Christensen and Wicht 2009; Davies et al., 2013). It is generally believed 

that the inner core’s induced magnetic moment helps stabilize the overall 

dipolar field, thereby suppressing strong variations and inhibiting 

reversals. Incorporating the solid inner core into the domino model may 

allow for the capture of its dynamic interactions with the fluid outer core. 

The inner core interacts with the outer core primarily through gravitational 

forces and electromagnetic coupling. These interactions influence the flow 

patterns in the outer core and, consequently, the process of geomagnetic 

field generation (Duan and Huang 2020). To incorporate the inner core’s 

effects into the domino model, a central spin can be introduced to represent 

its magnetic contribution and dynamic behavior. This central spin would 

be coupled to the surrounding spins, simulating its stabilizing influence on 

the system. 

To enhance the realism of the domino model and explore phenomena 

associated with the turbulent environment of the Earth’s outer core, it is 

necessary to incorporate the effects of turbulence (Schaeffer et al., 2017). 

Although complex, this task is essential for a deeper understanding of 

geomagnetic behavior, including the occurrence of geomagnetic reversals. 

Turbulence is inherently difficult to model due to its chaotic and stochastic 

nature, characterized by irregular fluid motions and fluctuations (Buffett 

2014). There are several promising approaches for incorporating 

turbulence into the domino model. One straightforward method is to 

introduce stochastic perturbations in the coupling strengths between spins. 

Turbulent flows in the outer core cause random fluctuations in fluid 

motion, which in turn can modulate the interactions between adjacent 

spins. By including stochastic terms to randomize these coupling strengths, 
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we can simulate the influence of turbulence in a simplified manner. A more 

sophisticated approach involves coupling the domino model to a shell 

model of turbulence (Ryan and Sarson 2007). Rather than directly altering 

the domino dynamics, the shell model captures the energy cascade typical 

of turbulent flows—transferring kinetic energy from large to small scales. 

This coupling introduces time-dependent forcing into the domino system 

based on the turbulent energy spectrum, providing a dynamic, multiscale 

framework that reflects more realistic core conditions. Another advanced 

technique is the inclusion of memory effects via fractional dynamics 

(Buffett et al., 2013). Turbulent flows often exhibit long-range temporal 

correlations, meaning that past fluctuations influence future states. These 

memory effects can be modeled using fractional differential equations, 

where the tilt rate of a given spin depends not only on its current state but 

also on its past behavior—up to and including its full history in the most 

extreme cases. 

As a final point, it is important to consider potential challenges when 

integrating stochastic ordinary differential equations (SODEs)—i.e., 

ODEs that include random terms. Classical numerical methods such as the 

Runge-Kutta scheme are designed for smooth, deterministic systems and 

assume continuous, differentiable evolution of the integrated function. In 

cases where the stochastic terms are modeled as white noise—representing 

uncorrelated random fluctuations—these methods often still yield reliable 

results without significant distortion (Nakamichi et al., 2012; Mori et al., 

2013; Peqini et al., 2015). However, caution is warranted when the 

stochastic terms deviate from white noise assumptions, especially in 

systems influenced by turbulence or colored noise, where correlations in 

time may play a significant role. To address such complexities, alternative 

numerical schemes better suited for stochastic systems have been 

developed and will be discussed in detail in a forthcoming paper. Among 

these, the Euler–Maruyama method serves as a foundational approach for 

numerically solving stochastic differential equations (Kloeden and Platen 

1992). Another notable method is the Milstein scheme, which extends 

Euler–Maruyama by incorporating terms that account for the derivative of 

the diffusion coefficient. This makes the Milstein method particularly 

appropriate for systems influenced by turbulence, where the stochastic 

components exhibit more complex behavior. 
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5. CONCLUSIONS

Magnetic field reversals, as recorded in palaeomagnetic datasets, 

remain one of the most intriguing phenomena in geodynamo studies. 

Although many magnetohydrodynamic (MHD) simulations are capable of 

replicating these reversals (Schaeffer et al., 2017), such models are 

computationally intensive and typically constrained to relatively short 

timescales. Consequently, they often fail to generate reversal records that 

are sufficiently long or detailed for robust statistical analysis (Olson et al., 

2010). Additionally, the inherent complexity of these simulations makes it 

difficult to isolate and understand the individual mechanisms driving the 

reversal process. 

In contrast, the domino model offers notable advantages in terms of 

simplicity and computational efficiency. It is straightforward to construct, 

easy to modify, and well-suited for testing a wide range of hypotheses 

without the high resource demands of full MHD simulations. This 

flexibility makes it particularly valuable for investigating the statistical 

characteristics of geomagnetic reversals, transitions between active and 

quiescent regimes, and the underlying physical mechanisms. Notably, 

domino model (3) demonstrates a strong ability to qualitatively reproduce 

the observed reversal record, even without changing any of its parameters. 

However, further research is required to determine whether it provides a 

physically plausible explanation for the observed behavior. 

Looking forward, the domino model holds significant promise as an 

intermediary between theoretical analysis and large-scale numerical 

simulations. By incorporating more realistic representations of 

turbulence—particularly those reflecting the dynamic conditions in Earth’s 

outer core—the model can be progressively enhanced to include key 

physical processes currently absent. This iterative approach not only 

facilitates deeper insight into the physics of magnetic reversals but also 

supports the refinement of more comprehensive MHD models. As such, 

the domino model may evolve into a practical and insightful tool for both 

exploring theoretical concepts and guiding future geodynamo research. 
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