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Letter from the Editor-in-Chief and the organisers of the First 

International Conference on Information Technology and 

Engineering Education (ICITEE 21) 
 

 

Dear reader, 

The Albanian Journal of Natural and Technical Sciences (AJNTS) of the 

Academy of Sciences of Albania publishes papers concerned with all aspects 

of natural and technical sciences. It particularly welcomes contributions that 

illustrate the unifying concepts of science with evidence, either observational 

or theoretical, from any relevant field. 

Occasionally, there are special editions dedicated to conferences organised 

by the Academy or by our partners in close collaboration with the Academy.  

The Editor-in-Chief and the Faculty of Information Technology, 

Polytechnic University of Tirana, are very excited to announce the publication 

of the special edition of the Albanian Journal of Natural and Technical 

Sciences! Our goal is to highlight outstanding research completed Albanian 

and foreign scholars in this field, as the 21st century is the era of technology. 

New trends are being created, and new technologies are being introduced to 

simplify our lives. Technology affects almost every area of our life because it 

provides us with facilities in every field of life. In the health sector, the 

diagnosis of illness has become more efficient than before, and the surgeries 

are being performed more effectively. Similarly, technology has helped us a 

lot with communication. We can contact with anyone, anywhere in the world. 

The world is just one click away. Technology also plays an important role in 

enhancing business operations around the world. Globalization is also a 

consequence of technology and had a great impact on the economic world.  

This special edition contains the proceedings of the First International 

Conference on Information Technology and Engineering Education (ICITEE 

21) run in November 19-20, 2021, by the Faculty of Information Technology, 

Polytechnic University of Tirana. 

The conference aimed to provide a platform to the researchers and 

practitioners from both academia and industry to meet and share cutting-edge 

development in the field. 
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The conference included innovative findings, methods, and development 

techniques from both theoretical and practical perspectives on the various 

research topics in the fields of information technology and engineering 

education such as antenna design and simulations, cyber security, database 

technology and design, distributed and cloud computing, intelligent computing 

and networking, IoT technologies and applications, machine learning and deep 

learning, radio-frequency engineering and technologies, satellite 

communication, software engineering and software ecosystems.  

Arjan Durrësi, Professor of Computer Science at Indiana Purdue University 

in Indianapolis, Indiana, with the presentation Trustworthy Artificial 

Intelligence, Roberto Sacile, Professor of Automation and Systems 

Engineering, at the University of Genoa, Italy, with the presentation 

Information technologies for the transport of dangerous goods on road, and 

Simona Sacone, Professor of Automation and Systems Engineering, at the 

University of Genoa, Italy, with the presentation Smart mobility: Motivations 

and some new ideas to regulate traffic networks exploiting ICT as keynote 

speakers were an added value to the conference.  

Among the 53 submissions double peer reviewed, 32 articles were 

accepted for publication in ICITEE 2021. The extended versions of 16 

selected papers presented and published in ICITEE21 are published at the 

Albanian Journal of Natural and Technical Sciences.  

 

 

Neki Frashëri 

Elinda Kajo Meçe 

Evis Trandafili 
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X-BAND CW DOPPLER RADAR, AN ANALYSIS AND 

PRACTICAL EVALUATION 

 

Elson AGASTRA and Orjola JAUPI 

Department of Electronic and Telecommunications, Faculty of 

Information Technology, Polytechnic University of Tirana, Albania 
______________________________________________________________ 

 

 

ABSTRACT 

 
The present paper investigates the possibility of using low power X-Band transmitter 

system as a low-cost X-Band Continuous Wave doppler radar. Here, the overall 

system scheme is analysed focusing on the radiofrequency components and related 

effects of return electromagnetic wave from moving objects. The proposed solution is 

tested with different targets with different equivalent radar cross section, and the 

effects of the antenna polarization on target speed detection evaluated.  

Keywords: X-Band, CW radar, doppler effect, radiofrequency transmitter 

 

1. INTRODUCTION 

 

Microwave transmitters and receivers are common elements on 

telecommunications networks known as microwave link. Their primary task is 

to transfer data (digital or analogic) from one point to another physically 

distant in space. Radar devices on the other hand, have multiple elements in 

common with microwave transmitter, starting from the name (RADAR: radio 

detection and ranging) and up to the elements used for transmitting 

radiofrequency energy. Radars are used to detect objects, velocities, and from 

signal elaboration, to enhance target information (Dąbrowski et al., 2020). The 

application range of radar systems are more widely spread respect to 

microwave links. Those applications arrange from object detections in radar 

proximity as in autonomous car guidance and collision avoidance systems 

(Ouaknine et al., 2021; Pongthavornkamol et al., 2021), up to medical radar 

used for imagining diagnostic (Aardal et al., 2013). For many applications, 

especially in short range radars, accurate measurement of speed and range are 

required (Guo et al., 2019; Heddallikar et al., 2021).  
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Radar configurations can be suitable for different applications — each 

requiring enhanced radar capabilities to better fit the particular application, by 

changing frequency band (Hyun et al., 2017; Tongboonsong et al., 2021), 

signal modulation type (Hyun et al., 2017; Guo et al., 2019), and receiver 

bandwidth, etc. Although, the radar configurations are variable, the basic 

schema is very similar.  

The present paper reports about a basic schema starting from an X-band 

transmitter and converting it into an X-Band Continuous Wave Doppler radar. 

Consequently, the overall schema and theoretical configuration will be firstly 

drowned in section 2 and 3. Here, the required mathematical calculations and 

additional elements over the heterodine transmitters are also described. 

Section 4 presents measurements obtained with the realized radar for different 

target conditions. The realized radar will be tested for targets moving forward 

or approaching the transmitter. Part of the test case is also the interactivity of 

target based on the transmitted electromagnetic wave polarization as shown on 

equivalent Radar Cross Section (RCS). On all cases, the doppler frequency is 

measured and converted into the real target moving velocity. At the end, some 

conclusions could be drawn. 

 

Microwave transmitter and receiver architecture 

Here, a microwave link consisting of one transmitter and the relative 

receiver as in the Figure 1 depicted is modified to be used as X-band 

continuous wave doppler radar alike in the Figure. This schematic shows the 

overall superheterodyne transmitter with baseband, IF and RF components. 

The overall superheterodyne transmitter (Figure 1), consist of two up-

converters, where the second one with a local oscillator set at 8.3GHz is 

responsible for the X-band signal generation. The operating frequency is 

10.7GHz with 27 MHz bandwidth. The horn antenna is connected at the end 

of a rectangular waveguide model WR-90 with operating in single mode in the 

frequency band 8.2 – 12.4 GHz. Similar architecture is also for the receiver 

microwave link. The receiver will not be used in this configuration, but can be 

set in a future radar implementation as a bistatic radar. 

 

 
 

Fig. 1: Schematic of microwave transmitter and receiver architecture. 
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In normal operation mode, the transmitter antenna has an impedance match 

with the relative feeding wave guide, band pass filter and relative power 

amplifier (PA). In real systems, mismatched impedances cause some of the 

power to be reflected toward the source (like an echo). Reflections cause 

destructive interference, leading to peaks and valleys in the voltage at various 

times and distances along the line known as VSWR (Voltage Standing Wave 

Ratio). To be able to measure the antenna mismatched and eventually any 

amount of power reflected toward the source, a slotted line is inserted between 

antenna and final filter (Figure 2). At the slotted line, an RF probe using a gun 

diode detector, is possible to measure the reflected energy as VSWR. Using 

the microwave link (transmitter and receiver) as in the Figure 1 reported, no 

reflected wave could be observed at the antenna input, and 100% of PA 

energy is fitted to the transmitting antenna.  

When a moving or stationary object, that reflects to the transmitter part of 

the transmitted energy, a variation on the VSWR is observed. The present 

paper aims to measure these variations, and correlate them to the target 

moving velocity. 

 

 
 

Fig. 2: Modified transmitter to be used as CW X-Band Doppler radar. 
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transmitting antenna, there is no standing wave inside the transmitter 

waveguide as no reflected signal is observed. In this case, no signal is 

produced at diode output. In case of stationary target, the transmitted and 

reflected frequency are equal because no frequency variation is introduced by 

the target. Only a DC (direct current) component could be observed at the 

diode output. The amplitude of output voltage is proportional to the amount of 
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transmitted one, higher frequency if the target is approaching the transmitter 

or lower frequency in the opposite case. 

 

Doppler effect on VSWR and measurement via mixing diode 

Using the modified transmitter (Figure 2), without any input signal, the 

output X-band signal is only a continuous single tone frequency at 10.7 GHz 

as by equation (1) with amplitude AT. 

 

 cos 2 T TAS f t      (1) 

 

The time required by the signal to reach the target and reflected back to the 

source is related by its distance and light velocity in the medium. This way, a 

portion of the transmitted signal is reflected by the target to the transmitter as 

by equation (2) (Heddallikar et al., 2021). Where the received amplitude AR is 

related by target radar cross section, its relative distance to the transmitter. 
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Where D is the distance from the transmitter to the target and related as D 

= D0 ± v (t-t0) and D0 is the distance at instant t0; v is the target moving 

velocity (supposed constant). The ‘+’ sign in the above expression is related to 

target moving away from the transmitter and vice versa the ‘-‘ sign is for 

approaching target. 

The received signal or echo signal can be written as in equation 3 below: 
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where fD is the frequency variation caused by the reflected energy by the 

target motion and expressed in equation (4) (Heddallikar et al., 2021). 

 

2
Df

c

f
v


      (4) 

 

From this expression, we can affirm that the frequency variation is 

proportional to the radial speed of the target, and this is called doppler 

frequency. 

To detect and measure the doppler frequency (fD), the reflected signal, 

which have frequency fR =fT ±fD need to be combined with the transmitted 

frequency fT. To be able to obtain only the doppler frequency, a mixer or more 
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general, a nonlinear device needs to be used. In this implementation, a gun 

diode detector is used which behaves as a mixer of the transmitted signal (fT) 

and reflected one (fR) resulting in an output signal frequency equal to the 

doppler frequency (fD = | fR – fT |). 

The Figure 3 depicts a real image of the implemented radar solution.  

 

 
Fig. 3: X-band transmitter used as continuous wave Doppler radar system. 

 

Radar doppler frequency measurement 

For laboratory purposes, the overall transmitted power is less than 1W (≤ 

30dBm). A polarized reflection plane is used as a target. The plane consists of 

parallel metallic strips separated by non-metallic ones. Metallic strips 

periodicity is set as to be less than /10 at 10GHz. This allows the plate to be 

reflective for one polarization and transparent (partially transparent) for the 

cross polarization. This configuration will be used also test the configuration 

for two orthogonal polarizations. In this section, the setup configuration will 

be used to test the functionality of the radar for target moving away and 

toward the transmitter, and both cases will be tested on both polarizations. To 

have a more general approach, different target moving velocities will be 

applied. 

The first test case (Figure 4a) shows the radar configuration setup with 

target moving forward the transmitter. In this case, the target plate (Figure 4b) 

is used to be in the opposite polarization respect the antenna used, as to have 

the maximum reflectivity and enhance the amplitude of the reflected wave. In 

the next two images (Figure 4c and 4d), the equivalent voltage signal relative 

to the Doppler effect is shown on the oscilloscope display. From measuring 

the frequency of the displayed signal, for the first case, a doppler frequency is 

2.976 Hz. Using equation (4), target velocity is 4.17 cm/s. For the result 

shown in figure 4d, the target is moving faster than in figure 4c. In this case, 

the doppler frequency is 5.102 Hz, and the calculated velocity is 7.14cm/s. 
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(a) 

 

 

(b) 

 

 
  

(c) (d) 
Fig. 4: Measured voltage proportional to reflected wave for different target velocities: (a) 

schematic of the test analysed; (b) polarized target plate; (c) slow moving target; (d) fast 

moving target. 

 

Signal amplitude in the moth Figures 4c and 4d are both decreasing, as the 

target is moving away from the transmitter. Due to the propagation effect, the 

amplitude of the received signal decreases with increasing the distance of the 

target. Greater the distance and smaller the received signal. 

The same radar setup has been used to measure target velocity for 

approaching direction. In this case, the radar system is equipped with a 

standard horn antenna radiating a vertical polarized radiofrequency wave. The 

target moving toward the radar is the polarized square plate (Figure 5 a and b). 

The configuration in the Figure 5a has less reflectivity for vertical polarized 

electromagnetic wave if compared to the configuration in Figure 5b. 

Consequently, the amplitude of the received doppler signal shown respectively 

in Figure 5c and 5d, is higher for the second case at the same distance from 

the radar. The increasing amplitude over the time is indicator of approaching 

target, if we compare figure 5 with figure 4 above. 

In this case, despite the target can be classified with a relative radar cross 

section (RCS), the mutual interactivity of the transmitted radar wave and the 
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target is also related to the polarization of radio frequency wave used, and 

consequently, the amount of reflected energy.  

In both cases shown in figure 5, we can measure doppler frequency as 

4.630 Hz for the first case and 2.747 Hz for the second. And relative target 

velocity is 6.48 cm/s and 3.85 cm/s.  

 

 
 

 
 

  
(a) (b) 
Fig. 5: Measured voltage proportional to reflected wave for outgoing target: (a) horizontal 

polarization; (b) vertical polarization. 

 

The Figure 6 depicts the comparison of the reflected energy wave form for 

target moving forwards the radar location (figure 6a) and towards the radar 

location (figure 6b). Amplitude variation of the waveform over the time is 

indicator of the direction of the target. If the amplitude grows over the time, 

the target is approaching the radar and vice versa, the target is moving 

forwards. 
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(a)  (b) 

 
Fig. 6: Measured voltage proportional to reflected wave: (a) outgoing target; (b) incoming 

target. 

 

2. CONCLUSIONS 

 

The possibility of transforming a common microwave transmitter into a X-

Band continuous wave is in the present paper reported. A schematic 

configuration is here used for the mathematical formulation on evaluating 

doppler frequency and all required modifications on the transmitter side. The 

presented concept of converting a transmitter into a doppler radar is shown in 

a laboratory setup where the theoretical formulation has been validated by 

laboratory measurements.   

For the validation, the presented setup, different target moving velocities 

are used and with different material reflectivity to prove the general 

electromagnetic theory for equivalent radar cross section of the target related 

to the electromagnetic wave polarization. For a small RCS the signal power at 

the receiver would be smaller and signal amplitude would be smaller. RCS 

depends on objects polarization and radar polarization. When radars and 

objects polarizations are the same for example both have vertical polarization, 

a higher RCS is measured and a higher reflected energy. 
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LEARNING TECHNIQUES ON HUMAN ACTIVITY 

CLASSIFICATION BASED ON RADAR SPECTRAL IMAGES 
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ABSTRACT 

 
Classification and recognition of human activities has gained a huge relevance in 

many fields, ranging from the well-being of the elderly to video surveillance. Many 

methodologies to improve the prediction of human activities, such as falls or 

unexpected behaviors, have been proposed over the years, exploiting different 

technologies. In the present investigation, a dataset related to different walking 

activities is considered, which includes both velocity and hands position of the 

subjects. Human activity classification is performed by extracting features from the 

spectral images obtained by an automotive radar. Different deep learning architectures 

and different optimizers are compared to assess performance and obtain reliable 

results. Results show that an appropriate selection of the network parameters provide 

an accuracy of more than 97%. 

Keywords: deep neural networks, human activity classification, radar 

 

1. INTRODUCTION 

 

Automatic human activity classification is an active research field with 

application in various contexts, such as smart monitoring, video retrieval, 

ambient assisted living, surveillance, etc. Mainstream techniques rely on 

multiple sensors placed in different parts of the human body (Wu et al., 2012), 

on sensors of smartphones and wearable devices (such as wristbands and 

watches) (Zhang et al., 2015), while contactless technologies are assuming a 

growing relevance, due to their ability to provide a constant monitoring 

without the need of placing sensors in precise positions. Among these 

methodologies, radar technology has been recently applied to identify people 

on the basis of their gait characteristics (Vandersmissen et al., 2018; 

Senigagliesi et al., 2020) and gestures recognition (Ryu et al., 2018; Wang et 

al., 2020). 
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Activity classification is usually performed via machine learning and deep 

learning techniques (Wang et al., 2019; Xing et al., 2019), in most cases using 

wearable sensors (Ramanujam et al., 2021). The rise of convolutional neural 

networks (CNN) has resulted in the development of categorization networks 

such as AlexNet (Krizhevsky et al., 2012) and VGG (Simonyan and 

Zisserman 2014). AlexNet that is the first DNN (deep neural network) 

published in 2012 significantly improved identification accuracy (10% higher) 

in comparison to traditional approaches on ImageNet's 1000 class. Since then, 

literature has focused on both, creating networks accurate and designing 

efficient in terms of computational cost. However, there is a lot of literature 

that discuss new architectures in terms of layer composition performance. 

There are few papers (Bianco et al., 2018) which evaluate factors related to 

computational cost like execution time, memory usage, etc., and more 

relevantly, how computational efficiency impacts precision. 

In the present paper, different experiments are made to assess the benefits 

and drawbacks of the application of several existing deep neural networks 

(DNNs) on human activity classification. In particular, we consider the 

selection of 6 DNNs originally developed for image recognition and we 

evaluate their performance on images derived from the raw signal of an 

automotive FMCW radar and then processed to obtain range- Doppler images 

as final output. Classification results are obtained considering the dataset in 

(Gambi et al., 2020), made up of 171 images associated to three different 

activities, i.e., fast walk, slow walk and slow walk with hands in pockets. Two 

of these activities are very similar, so they are sometimes merged in order to 

achieve better results in terms of accuracy and loss functions. The dataset has 

been created with participants with different characteristics, such as age, 

gender, height and weight. Subjects walked back and forth the radar used in 

the experiments within a distance of 15 meters. Similar comparative studies 

have been developed in (Maeda-Gutierrez et al., 2020; Chellapandi et al., 

2021) on a very large dataset of plant diseases, while we test DNNs for human 

activity classification, which involves the resolution of different issues, 

starting from the small dimension of our dataset. 

The rest of the paper is organized as follows. Section 2 informs about the 

hardware and software used in experiments. In addition, the DNN 

architectures have been introduced. The performance metrics and the 

described results are finally presented in Section 3, while the final 

considerations and remarks are provided in Section 4. 

 

2. OVERVIEW OF CNNs 

 

In this section we provide a brief description of the CNNs architectures 

considered for our experiments. Because of the small dimension of the 
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dataset in (Gambi et al., 2020), transfer learning is applied (Shu, 2019). 

TensorFlow package 2.3.0 is used to process neural networks with CUDA-

V11.0 and cuDNN-v7.1 as back-end. 

A CNN architecture is made up of different layers, namely, convolutional 

layer, pooling layer, reLU layer, fully connected layer, and loss layer. The 

convolutional layer is the main component of a CNN, comprising of filters (or 

kernels) that identify and forward various sorts of characteristics from the 

input. A pooling layer is included between consecutive convolutional layers to 

minimize the parameters in the network. The ReLu layer is a function that 

converts the negative numbers to zero. 

We choose several types of networks, some of which are meant to be even 

more effective in terms of performance related to our small dataset. In certain 

situations, the number that appears with the name of architecture represents 

the number of layers containing parameters to be learnt (e.g., convolutional, or 

fully connected layers). The considered architectures are the following: 

1. ResNet50 

2. Inception ResNetV2 

3. InceptionV3 

4. VGG16 

5. VGG19 

6. Xception 

 

A general overview of the different architectures is provided in the 

following, along with a brief description of the optimizers considered in our 

simulations. 

The same sampling policies are applied with all the selected networks in 

order to have a direct fair and precisely comparison. InceptionResNet-v2, 

Inception-v3 and Xception models require normalized images with 229 pixels, 

while for all the other models 224 pixels are used. Our study is focused on 

accuracy rate, model complexity and inference time. 

VGG 

VGG16 (Simonyan and Zisserman, 2014) consists of 16 levels divided into 

convolutional layers, max pooling layers and fully linked layers. It has 5 

blocks and a maximum pooling layer in each block. Similarly, VGG19 

contains 19 layers, with three additional convolution layers in the last three 

blocks. Both VGG16 and VGG19 excel in the image recognition thanks to 

their deep layers. 

InceptionV3 

Deep convolutional architecture Inception V3 is frequently used for 

classification problems. Szegedy et al., (2015) first suggested the model 

notion in the Google Net architecture where this model is proposed by 

upgrading the inception module. Each block of the Inception V3 network 
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contains many branches of convolutions, average pooling, max pooling, 

concatenated, dropouts, and fully connected layers, with each block having 

several symmetric and symmetric construction blocks. The network has 42 

layers and 29.3 million parameters; thus, its computing cost is only around 2.5 

times that of GoogleNet. The combination of a reduced parameter count and 

additional regularization with batch-normalized auxiliary classifiers and label-

smoothing allows for training high quality networks on small training sets. 

Residual Network (ResNet) 

He et al., (2016) developed the ResNet models, which are based on deep 

architectures that have demonstrated strong convergence tendencies and 

convincing correctness. ResNet was created using many stacked residual units 

and a variety of layers. However, depending on the design, the number of 

operations can be changed. Convolutional, pooling, and layers make up the 

residual units for all the above. ResNet is comparable to VGG net but it is 

eight times deeper. The ResNet 50 network has 49 convolutional layers and a 

fully linked layer at the end. 

Xception 

Xception (Chollet, 2017) is based on depth-wise separable convolutional 

layers. This neural network architecture has 36 convolutional layers. So, the 

feature extraction base of the network is made up. Except for the first and the 

last modules, all the 36 layers are divided into 14 modules, all of which have 

linear residual connections surrounding them. In summary, the Xception 

design is a depth-wise separable convolution layer stack with residual 

connections, allowing the architecture to be easily modifiable and define 

simply using high-level libraries. 

 

Optimizers  

Gradient descent is the method most used to improve the learning of deep 

neural networks. It basically updates each model parameter, verifying how it 

affects the objective function, and iterates until this function converges to the 

minimum. Stochastic Gradient Descent (SGD) is a well-known variation of 

gradient descent. The Adaptive Gradient Algorithm (Adagrad) optimizer 

(Duchi et al., 2011) is designed to deal with sparse data. It adapts the learning 

rate to the parameters, performing smaller updates (i.e., low learning rates) for 

parameters associated with frequently occurring features, and larger updates 

(i.e., high learning rates) for parameters associated with infrequent features. 

Adadelta is instead an extension of Adagrad developed in (Zeiler 2012), 

simultaneously to Root Mean Square Propagation (RMSprop), with the aim of 

solving Adagrad’s diminishing learning rates. Adaptive Moment Estimation 

(Adam) (Kingma 2014) is another method that computes adaptive learning 

rates for each parameter. 
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PROPOSED METHODOLOGY 

 

As aforementioned said, the dataset in (Gambi et al., 2020) is considered. 

Dataset was built at Università Politecnica delle Marche, Ancona, Italy. 

Different subjects of age, gender, height and weight participate in the tests, 

repeating each activity (slow walk, fast walk and walk with the hands in 

pockets) for three times. A total of 171 images of 224 x 224 pixels is built. 

The raw data obtained from the radar are processed to obtain range-doppler 

maps and feature detection is applied to smooth the signals. 

The proposed methodology is proposed in the Figure 1. All the images are 

colored (RGB). Classification is performed by exploiting the range-doppler 

maps. Data augmentation is used to pre-process the range- doppler images to 

remove noise or redundancy. Also, it increases accuracy and rush the 

execution. For this purpose, Keras deep learning library in Python is used. 

When a large amount of data is available, a model is built from scratch to 

solve a specific problem. Differently, when the dataset dimension is small, 

transfer learning is usually applied, and a model built by training on a larger 

dataset can be used as a starting point to train the n`etwork on our specific 

data. 

 

Fig. 1: Conceptual model of the proposed methodology. 

 

Numerous pre-trained models are available under certain conditions. For 

our implementation we used six pre-trained models, namely, VGG16, 
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VGG19, InceptionResNetV2, InceptionV3, ResNet50, Xception. We fine-

tuned all the models on the last layer. All the 171 images are randomly 

generated using ImageDataGenerator. Training and testing image dataset used 

the same data generators. These ImageDataGenerators apply the pre-

processing while generating the images. We also use the label encoding to get 

the categorical output. When the validation accuracy stops improving, an 

earlyStopping is used to terminate the training process. The underlying model 

is then combined by a GlobalAveragePooling layer, which is used to reduce 

the data and prepare the model for the final classification. After that, a 

BatchNormalization layer is introduced for model stability and to have a faster 

execution, resulting in fewer training epochs. The last layer exploits a dense 

layer and a SoftMax activation function for extracting and categorizing the 

output. The weights are updated using different optimizers with an activation 

function of softmax in the final layer for classifying output. Optimizers are 

used to update the weights. The performance of the network is measured using 

a categorical loss function. A dropout is added to avoid overfitting. 

After verifying that a number greater than 100 epochs leads to overfitting, 

the models are trained using a size batch of 50 and 100 epochs on the training 

set and then tested on the test set. At the end, we evaluate the performance of 

the chosen models as a function of different parameters. 

 

3. EXPERIMENTS AND RESULTS 

 

We here present a comparison of the results obtained by applying 

different neural networks and different optimizers to the dataset in (Gambi et 

al., 2020). For the sake of reproducibility, we select a random seed equal to 

1337. This choice does not influence the results, since they are averaged over 

multiple random selections. The dataset then is randomly split into 80% for 

training, 10% for validation and 10% for test. This is done to prevent results 

from repeating each time the algorithm is rerun. 

We first define the metrics which will be used to evaluate the performance 

of the proposed methodologies. They are based on the so-called confusion 

matrix, which columns represent the predicted values for each class, while the 

rows represent the real values. 

The most common metric is the accuracy, which is defined as 

 

 (1) 

 

where TP and TN stand for true positives and true negatives, while FP and 

FN are the false positives and the false negatives. 
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A loss function measures the probabilities or uncertainty of a prediction 

based on how much the prediction varies from the true value. Differently from 

accuracy, the loss is computed as summation of the errors made for each 

sample in training or validation sets, and is not evaluated as a percentage. Loss 

is often used in the training process to find the “best” parameter values for the 

model (e.g., weights in neural network). During the training process the goal is 

to minimize this value. In the following we consider the categorical cross-

entropy loss. 

Another useful metric is the precision (also called positive predictive 

value), which corresponds to the ratio of correctly predicted positive 

observations to the total predicted positive observations, or 

      (2) 

Recall (also known as sensitivity) is the ratio of correctly predicted 

positive observations to the all observations in actual class: 

      (3) 

The F1 score is the harmonic mean of the precision and recall, where an F1 

score reaches its best value at 1 (perfect precision and recall). Therefore, this 

score takes both false positives and false negatives into account as follows: 

      (4) 

 

The accuracy and loss for two and three activities are in Table 1 and 2 

respectively reported. Different optimizers are selected for each type of 

CNN. In the two-activities test we have an imbalance between the folders 

because the slow walk and slow walk with hands in pockets classes are 

merged. This gives us some fluctuation in the results of the training and 

validation loss. It is possible to observe that the Inception family of 

algorithms leads to the best results for the two activities case, especially 

when selecting the RMSprop optimizer. The small dimension of the 

dataset deeply affects the results when three different activities are 

considered, as evident from the high values of the loss function. This reflects 

the fact that there are not enough images to perform a correct classification, 

and the model easily tends to overfitting. An accuracy of more than 86% is 

however achieved by InceptionV3 network is SGD optimizer, with an overall 

contained loss with respect to the other cases. 

Table 3 reports the precision and recalls values and the F1 score for three 

CNNs, i.e., VGG16, ResNet50 and Inception ResNetV2. We select the 

optimizers which give the best results and correspond to Adagrad, RMSprop 

and Adam, respectively. As there is no CNN or optimizers that might result 
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the best in all cases, a suitable configuration must be selected depending on 

the scenario and the parameters that we want to maximize. 

 
Table 1. Accuracy and loss for two activities. Accuracy values are reported as 

percentages. 

 
Model VGG16 ResNet50 Inception 

ResNetV2 

InceptionV3 Xception VGG19 

Optimizer ACC LOSS ACC LOSS ACC LOSS ACC LOSS ACC LOSS ACC LOSS 

Adam 93.8 0.17 85.7 0.32 95.9 0.63 98 0.11 94 0.13 93.8 0.29 

RMSprop 93.8 0.17 81.6 0.36 98 0.06 98 0.05 98 0.07 93.8 0.25 

SGD 87.5 0.27 67.4 0.54 89.8 0.22 95.9 0.16 91.8 0.20 81.3 0.37 

Adadelta 81.3 0.48 67.4 0.51 89.8 0.27 87.8 0.25 89.8 0.25 81.3 0.50 

Adagrad 93.8 0.19 89.8 0.34 98 0.04 95.9 0.06 98 0.06 93.8 0.27 

Adamax 93.8 0.7 89.8 0.40 98 0.07 98 0.05 95.9 0.14 93.8 0.29 

 
Table 2. Accuracy and loss for three activities. Accuracy values are reported as 

percentages 

 
Model VGG16 ResNet50 Inception 

ResNetV2 

InceptionV3 Xception VGG19 

Optimizer ACC LOSS ACC LOSS ACC LOSS ACC LOSS ACC LOSS ACC LOSS 

Adam 60 0.66 53.3 0.74 66.7 2.2 66.7 0.51 66.67 3.44 66.67 0.75 

RMSprop 66.7 0.74 53.3 0.91 80 1.1 86.7 1.49 80 1.70 73.3 0.68 

SGD 60 0.94 33.3 1.08 73.3 0.66 86.7 0.56 60 0.85 53.3 0.89 

Adadelta 60 1.01 53.3 0.99 53.3 0.77 60 0.65 60 0.77 60 0.97 

Adagrad 53.3 0.68 60 0.82 80 0.77 66.7 0.66 73.3 0.87 53.3 0.74 

Adamax 80 0.67 46.6 0.82 80 0.90 86.7 2.50 66.7 1.30 60 0.77 

 

Table 3. Precision, recall and F1 score for the FastWalk and 

SlowWalk activities 

 
Model VGG16 ResNet50 Inception 

ResNetV2 

 P R F1 P R F1 P R F1 

FastWalk 1 0.43 0.6 1 0.57 0.73 0.6 0.43 0.5 

SlowWalk 0.75 1 0.86 0.8 1 0.89 0.71 0.83 0.77 

 

Finally, in Table 4 and 5 we compare the execution times required by 

each algorithm. Algorithms have been tested using a Windows 10 Pro 64-bit 
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(10.0, Build19042.789), Version 20H2, Intel Core I7-5500U, CPU @ 

2.40Ghz, RAM 16 GB, Display NVIDIA GeForce 920M 4GB. Here, there 

are no evident differences between the cases with two or three activities. In 

both scenarios SGD takes less time than other optimizers, while VGG19 

results the fastest network. SGD in fact is a variation of the classical gradient 

descent, but it only computes a tiny subset or random selection of data 

instances, rather than the entire dataset, which is redundant and wasteful. In 

this way SGD needs less iterations until the objective function converges to 

the minimum, thus resulting faster than other optimizers, and when the 

learning rate is modest, it is able to achieve the same results than traditional 

gradient descent. Adam is instead a gradient-based optimization technique 

for stochastic objective functions. It computes specific adaptive learning 

rates for distinct parameters by combining the benefits of two SGD 

extensions, RMSProp and AdaGrad. Although it has a great popularity, 

Adam has recently appeared to fail to converge to an optimal solution in 

some situations, thus requiring in some cases larger execution times. 

 
Table 4. Execution times required by different algorithms for the three activities 

case. Time is expressed in seconds 

 
Model VGG16 ResNet50 Inception 

ResNetV2 

InceptionV3 Xception VGG19 

Adam 30 100 38 55 107 21.04 

RMSprop 52 195 75 93 150 42.4 

SGD 19 68 24 30 47 17 

 
Tab. 5 Execution times required by different algorithms for the two activities 

case. Time is expressed in seconds. 

 
Model VGG16 ResNet50 Inception 

ResNetV2 

InceptionV3 Xception VGG19 

Adam 31.2 196 45.7 57.2 114 24 

RMSprop 56.1 104 89 117 215 60 

SGD 19 86 39 42.1 73 24 

 

 

4. CONCLUSIONS 

 

Deep learning is a branch of artificial intelligence that is widely applied in 

different fields. We have considered human activity classification performed 

by exploiting images derived from an automotive radar, which represents an 

emerging contactless technology. We have shown how different pre-trained 
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models built using transfer learning can achieve good results to discriminate 

different gait velocities. We have provided a comparison between different 

neural networks, in terms of accuracy, loss, classification parameters and 

execution times. The presented results might further improve by expanding 

the dataset dimension and including the tracking of the subjects and 

trajectory. 
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ABSTRACT 

 
Cyber security challenges have been the national security in today’s world, 

organizations ranging from small to large enterprises, government and private 

universities, hospitals, all prone to cyber-attacks from across the globe. National and 

international data protection regulations dedicate particular attention to cyber risk 

assessment and management. In the literature, a great deal of effort has been devoted 

to the development of tools and methods for cyber risk assessment. However, existing 

methodologies often lack straightforwardness, and their implementation may result 

burdensome in real scenarios. An intuitive, but quantitative model to estimate the 

likelihood of occurrence of a cyber incident in a certain period is here provided. Then, 

multiplying such a quantity by the impact of the corresponding threat, a cyber risk 

index is obtained. Our model combines three indexes (maturity, complexity and 

attractiveness) characterizing the considered organization and exploits a generalized 

logistic function and the properties of conditional probabilities to compute the desired 

likelihood. We validate the effectiveness and practicality of our method with 

numerical examples. 

Keywords: Cyber incident, cyber risk, FAIR, HTMA, logistic function, probabilistic 

risk assessment 

 

1. INTRODUCTION  

 

In recent years, different privacy and data protection regulations have been 

introduced to protect the increasing amount of personal data that is daily 

processed. Processing of personal data is as expected subject to different risks 

in terms of confidentiality, integrity, availability, authenticity, and reliability 

of data and services (Gritzalis et al., 2018). This leads to the need for efficient 

tools for assessing and managing such risks. Risk is defined as the likelihood 
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of occurrence of a threat multiplied by the potential adverse impact of its 

occurrence (Taubenberger et al., 2011; NIST SP 800-30, 2012). The use of 

risk assessment methods is essential for identifying and categorizing risks. 

However, a unique and globally recognized risk assessment method does not 

exist. Yet, the International Organization for Standardization (ISO) defines 

some steps for risk assessment methods (ISO 31000, 2018; ISO 27005, 2018): 

after the context establishment, the main steps are risk identification, analysis, 

and evaluation. Risk identification aims to identify critical assets and the 

associated threats and vulnerabilities, while risk analysis is needed to 

determine the likelihood of occurrence and the impact of threats (Shamala et 

al., 2013; ISO 27005, 2018). Eventually, risk evaluation is useful to compare 

the results with previously defined risk acceptance criteria (ISO 31000, 2018; 

ISO 27005, 2018). Risk assessment methods could be classified into 

quantitative and qualitative approaches, mainly according to the risk analysis 

step. Quantitative methods rely on numerical categories; their results are 

robust, comparable and reproducible. However, these methods are costly in 

terms of time and resources (NIST SP 800-30, 2012). In fact, they are often 

difficult to implement in real contexts and require some experts to perform 

them. Qualitative methods, instead, are simple to interpret and fast to 

implement, since they use nonnumerical categories. However, the results are 

very subjective, making it difficult to reproduce and compare them (NIST SP 

800-30, 2012). In the literature, there is a large number of approaches to cyber 

risk assessment. Some of them have been proposed by national and 

international organizations, or by public and private organizations (a complete 

list can be found in ENISA (2022)). Gritzalis et al. (2018) and Giuca et al. 

(2021) provided an exhaustive analysis of these methods. Furthermore, lots of 

efforts have been done in the literature in order to find an optimal solution to 

the likelihood and impact estimation problem (Freund and Jones 2015; De 

Gusmão et al., 2016; Hubbard and Seiersen 2016; Aksu et al., 2017; Handa et 

al., 2019; Khosravi-Farmad et al., 2020; Schmitz et al., 2020; Kim and 

Weber, 2022; Kure et al., 2022). These approaches are often difficult to 

interpret and complex to manage, especially for small and medium 

organizations. In fact, they usually need a list of possible threats, of all the 

vulnerabilities and/or of the relations among all components of the considered 

system. It follows that providing an exhaustive and complete list may be 

unfeasible. Furthermore, while information security is a continuously 

evolving subject, those lists heavily rely on the knowledge of past events, that 

are often hard to obtain (Patel et al., 2008). 

The present paper proposes a method for assessing the likelihood of 

occurrence of a cyber threat that combines the advantages of both quantitative 

and qualitative methods. In fact, the model we propose provides a quantitative 

approach that, at the same time, drastically reduces the costs in terms of 
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required time and resources. Since this approach is very simple, organizations 

can exploit it to perform self-assessments, without renouncing objectivity of 

the results. In the model we propose, we exploit and combine three main 

parameters: the maturity of the target organization, the complexity of its 

technological infrastructure, and its attractiveness. Therefore, with respect to 

the traditional gap analysis (Conceptivity 2018), we consider two additional 

parameters: complexity and attractiveness. Moreover, opposed to traditional 

gap analysis methods, we use a mathematical model for quantitatively 

evaluating the likelihood of occurrence of a cyber threat. 

 

2. COMPONENTS AND MODELIZATION OF CYBER RISK 

 

In the proposed model, the three key parameters as maturity, complexity 

and attractiveness of the target organization were used to assess the cyber risk. 

In fact, the risk of suffering one successful attack not only depends on the 

protection measures adopted by the organization (maturity), but also on the 

complexity of the organization itself and on the number and type of attack 

attempts experienced in a given period (attractiveness). 

 

2.1. MODEL COMPONENTS 

In this section, we describe the proposed model and discuss its individual 

components. 

 

Maturity index 

We define the maturity index as the level of adherence of the organization 

to the controls addressed by one or more cyber security frameworks. The 

choice of the framework determines the area of application of the model; for 

example, CIS controls (2021) can be used for evaluating cybersecurity 

compliance, the controls proposed ENISA (2017) can be used for assessing 

data protection compliance, while the controls of the Cybersecurity 

Framework (NIST, 2018) can help the organization to evaluating both 

cybersecurity and data protection compliance. This allows considering the 

actual cyber posture of the target organization, instead of relying on a general 

list of known threats. Furthermore, since the frameworks are constantly 

updated, their use leads to the creation of a dynamic model. In the model we 

propose, the evaluation is performed by determining the level of 

implementation of each control of the chosen framework. This can be done 

through a binary response or using a scale to evaluate at which degree every 

control is implemented. In any case, an N/A option should be included. Once 

the implementation of each control has been evaluated, a score is associated to 

every answer and, finally, a maturity index is obtained as a weighted mean of 

the scores; controls with N/A are not considered in the average. The weights 
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must be chosen according to the considered framework and to the type of 

organization. In fact, if some controls are considered more crucial (or less 

relevant) for the assets under exam, a higher (or lower) weight can be assigned 

to them. The final output of the evaluation is a maturity index, expressed as a 

real-valued variable ranging from 0 to 10. Notice that, in most existing 

frameworks, there are also some controls dedicated to the awareness of the 

employees. These controls are directly related to non-malicious threats, which 

therefore are intrinsically considered in the computation of the maturity index. 

 

Complexity Index 

We define the complexity index as the level of the intrinsic complexity of 

the organization technological infrastructure. We consider such a complexity 

index as a key component for cyber risk assessment because we assume that 

the cyber posture of an organization is strictly related to the complexity of its 

infrastructure. Indeed, this concept was introduced in (CIS, 2021), where the 

security controls to be implemented depend on the dimension of the considered 

organization. We evaluate the complexity index through a set of punctual 

controls, grouped in 5 categories. The chosen controls consider not only the 

dimension of the organization, but also the characteristics of the components 

and their interconnections, as well as the number of services and their 

interconnections, and the IT system management. 

In the model we propose, the evaluation is done by determining the level of 

implementation of each control. For each control, five possible answers are 

given: minimal, low, moderate, significant and high complexity. Every answer 

is supported by a description of all the five levels to simplify the answering 

process for the assessor, and making it as objective as possible. Once the 

implementation of each control has been evaluated, a score is associated to 

every answer, and the complexity index is obtained through a weighted mean 

of the scores for each of the five categories. The weight associated to the 

controls in each category is simply obtained as the total number of controls in 

that category divided by the overall number of controls. The final output is a 

real-valued complexity index, ranging from 0 to 10. 

 

Attractiveness 

The last key component of the model we propose is the attractiveness of 

the organization. The attractiveness is strictly related to the organization 

business, to the type and the amount of data the organization processes, and so 

on. We assume that an unattractive organization will be subjected, in a given 

period, to less attacks with respect to an attractive organization. Moreover, 

each attack will be composed of a relatively few attempts in case of an 

unattractive organization, and vice versa. The organization dimension does not 

(necessarily) affect its attractiveness. However, the attractiveness affects the 
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maturity of the attacks and of the attackers. In the model we propose, to 

evaluate the attractiveness of an organization we have examined data from 

cyber security reports as CLUSIT (2021). We have analyzed the number of 

attacks received by different types of businesses in relation to the total number 

of attacks documented in a year. This way, we have defined 5 different levels 

of attractiveness and we have classified the types of organizations receiving 

more than 10% of the total number of attacks as “Very high” attractive, those 

receiving more than 5% as “High”' attractive, those receiving more than 2.5% 

as “Medium” attractive, those receiving more than 1.25% as “Low” attractive, 

and, finally, those receiving less than 1.25% as “Very low” attractive. 

 

Relations among the components 

The parameters defined above are combined as in Figure 1 depicted. The 

attractiveness of the organization influences both the number of attacks and 

the maturity of attackers. The maturity and the complexity of the organization 

together influence, along with the maturity of the attackers, the probability of 

success of an attack. Maturity and probability are inversely related. 

Complexity and probability, instead, are directly related. The number of 

attacks and the probability of success of an attack influence the likelihood of 

occurrence of a successful attack. Finally, likelihood and impact determine the 

risk. 

 
Fig. 1: Relations among the variables considered in the model. 
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2.2. CYBER RISK ASSESSMENT MODEL 

 

We define an attack as an attempt to partially or totally disclose, expose 

and/or compromise data by an attacker. Attractive organizations are more 

likely to face more and more structured attacks, and vice versa. To be as close 

as possible to real scenarios, in our model each attack is associated to a certain 

probability to be successful and, therefore, more than one attempt may be 

needed to breach the organization. We assume that in the time slot Δ𝑡 only one 

attack can be performed. We also assume that different attacks are not 

correlated. We note that in scenarios where such hypothesis is too optimistic, 

our model still provides a lower bound on the success probability. To 

quantitatively estimate the likelihood of occurrence of a successful attack, we 

exploit a function that, taking the complexity and the maturity indexes as 

arguments, returns the probability of success of a single attack. As the Figure 

1 depicts, this probability, when combined with the attractiveness, could be 

used to estimate the likelihood of having a successful attack in a given period. 

In our model, the probability of success of an attack, noted by 𝑃(𝑆), is 

related to the maturity index 𝑥 through the following generalized logistic 

function: 

 

 with 0 ≤ 𝑥 ≤ 10, B <0  (1) 

 

The reasons behind this choice are explained in (Rafaiani 2021). 

The value of 𝑥 is limited by the range of the maturity index. Moreover, we 

assume that the probability of success cannot reach 1 and 0, which are 

unrealistic values. Then, the maximum and the minimum values of the 

function are set at U for 𝑥 = 0 and at L for 𝑥 = 10. 𝐾 and 𝐴 depend on 𝑥0 and 

can be easily obtained by setting 𝑓(0) = U and 𝑓(10) = L. Finally, 𝑥0 is set 

equal to the complexity index, that depends on the infrastructure. 

To take the attractiveness into account, we first weight 𝑃(𝑆) according to 

the organization attractiveness by computing 

 

      (2) 

 

where 𝑤 is the attractiveness weight. Some possible choices for 𝑤 are 

given in Table 1. 

The weighted probability of success 𝑝, computed according to (2), is then 

used to estimate the likelihood that the organization under exam will face, in 

the considered time interval (a year in our evaluation), one successful attack, 

after a certain number of failed attempts, whose probability of occurrence is 
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also analyzed in probabilistic terms. In fact, it is not useful to determine the 

likelihood to have at least one successful attack since, once an attack is 

successful, the organization will likely improve its initial conditions. 

 

Table 1. Possible values for 𝑤 as a function of the attractiveness level. 

 
Attractiveness Very Low Low Medium High Very High 

𝑤 0.6 0.7 0.8 0.9 1 

 

2.3. PROBABILISTIC APPROACH 

 

Let us assume that in a certain time slot Δ𝑡, the organization either faces an 

attack or not. So, in a period containing 𝑡 time slots, at most 𝑡 attacks can be 

experienced. Let us define the following events: 

 𝐴: the organization experiences an attack in the time slot Δ𝑡; 
 : the organization experiences exactly 𝑁 attacks in a period of 𝑡 time 

slots; 

 : the organization experiences at most 𝑁 attacks in a period of 𝑡 time 

slots. 

Based on these premises, we can assume that the probability of 

experiencing exactly 𝑁 attacks in a period of 𝑡 time slots follows a binomial 

distribution, i.e., 

 

     (3) 

where  and  is the average number of attack attempts 

experienced in a period of t time slots. 

Similarly, when 𝑡 is chosen relatively large, we can use a Poisson 

distribution, which is indeed the limit of a 

binomial distribution when the number of Bernoulli trials, 𝑡, goes to 

infinity. Accordingly, for large 𝑡, we have 

 

     (4) 

 

where . It is easy to conclude that, whatever distribution is used 

for 𝑃(𝑇𝑁), the probability of experiencing at most 𝑁 attack attempts in a 

period containing 𝑡 time slots results in 

 

     (5) 
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Single Attack 

Under the assumptions of Section 2.2, the probability that the organization 

will suffer an attack in a certain time slot Δ𝑡, and this attack will be successful, 

is 

 

,     (6) 

 

having already considered the need to weight the probability of success, 

according to (2). 𝐿 has therefore the meaning of likelihood that the event will 

happen. 

To provide a single output for the probability that the organization faces a 

single attack in a given time slot Δ𝑡, we can randomly sample the chosen 

(binomial or Poisson, depending on the values of 𝑁avg and 𝑡) distribution. 

Finally, by definition, the risk associated to a certain event can be computed as 

 

     (7) 

 

where 𝐼 is the impact of the threat occurrence. 

 

Multiple Attacks 

If we consider the more realistic scenario in which multiple attacks can 

occur, we also need to define the following event σ: the first successful attack 

is experienced by the organization after at most 𝑁 attack attempts. We can 

describe the random variable corresponding to σ with a cumulative (due to the 

“at most” part, having assumed that the attempts are independent) geometric 

distribution, obtaining 

 

   (8) 

 

By definition of conditional probability, we have that 

 

   (9) 

 

where ∩ defines the intersection of two events and  represents the 

probability of the conditioning event. Moreover, by Bayes' theorem, we have 

that 

 

 (10) 
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We can assume that , therefore obtaining 

. Finally, we obtain  

 

    (11) 

 

which is the probability that the organization will face at most 𝑁 attack 

attempts and one of them will be successful. 

 

3. APPLICATION OF THE MODEL TO REAL DATA 

 

To validate our approach, we have compared the results obtained through it 

with some real data found in the literature. We have considered a recent 

cybersecurity report by Accenture (Accenture 2020). In such a report, 

organizations are classified into Leaders and Non-leaders. The former is 

identified as those organizations that, among the sample, have been able to 

better identify and manage data breaches (Accenture, 2020). We can associate 

this classification to different maturity indexes in our model. As an example, 

we have associated a maturity index of 9 to Leaders, and a maturity index of 6 

to Non-leaders. 

Based on (Accenture 2020), only 1 out of 27 cyber-attacks (3.7%) actually 

resulted in a security breach for the leader organizations, while the non-leader 

organizations suffered 1 security breach out of 8 cyber-attacks (12.5%). 

Unfortunately, the report does not contain any information about the 

complexity of the organizations in the sample and, therefore, we have 

arbitrarily set 𝑥0 to its mid-value, i.e, 𝑥0 = 5 for both types of organizations. 

Starting from the aforementioned (average) probabilities of success of a 

single attack, we obtain the following parameters to be used in our model: 𝐵 = 

−2, U = 0.97, and L = 0.03. The corresponding logistic function is in Figure 2 

depicted. 
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Fig. 2: Probability of success of a single attack for leader and non-leader organizations. 

 

In order to take the attractiveness of the organization into account, we can 

fix 𝑤 = 1 for leader organizations and 𝑤 = 0.7 for non-leader organizations. 

All these data can be given as input to the considered probabilistic model, 

to estimate the probability that the organization will face a certain number of 

attacks, and one of them will be successful. By considering 𝑡 =365 (and 

therefore a period of one year with daily intervals), 𝑁avg = 239, and 𝑝 = 0.037 

for leader organizations, and 𝑡 = 365, 𝑁avg = 166, and 𝑝 = 0.088 for non-leader 

organizations, and by performing Monte Carlo simulations, we obtain the 

binomial distributions depicted in the Figure 3. We remark that we consider 

the binomial distribution since 𝑁avg and 𝑡 have the same order of magnitude. 

When 𝑡 ≫ 𝑁avg, instead, we can use the Poisson distribution. 
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Fig. 3: Binomial distribution for 𝑃(𝑆 ∩ 𝐴) when 𝑡 = 365, 𝑁avg = 239, 𝑝 = 3.7% (a) and 𝑁avg 

= 166, 𝑝 = 8.8% (b). 

 

At this point, using (8) and (11), we are able to estimate the probability that 

the organization will face a successful attack, after a certain number of 

attempts and the probability that the organization will face a certain number of 

attempts and one of them will be successful. The results are in Figure 4 

shown. 

 

 
 

Fig. 4: Conditional and conditioning probabilities for 𝑝 = 3.7% (L = Leader organizations) and 

𝑝 = 8.8% (NL = non-Leader organizations). 

 

Notice that, since 𝑁avg is rather high, it is very unlikely that the 

organization will face only a relatively small number of attacks. However, 

when 𝑁 is slightly larger than 𝑁avg, saturates the cumulative 

geometric curve, since after all those trials, it is very likely that the attacker 

will succeed. Clearly, a leader organization is more likely to face a larger 

number of attacks due to its higher attractiveness but, as the cumulative 

distribution curve suggests, leader organizations (that are characterized by a 

larger maturity index with respect to non-leader organizations) are more 

prepared to recognize and counter the attacks they receive. 

 

4. CONCLUSIONS  

 

The model here proposed provides a simple, quantitative, and cost-

effective way for an organization to estimate the likelihood of receiving a 

successful cyber-attack in a specified period. The evaluation of the main 

components of the model is done through questionnaires; this enables also 

small and medium organizations to easily assess cyber risk, without relying on 



 
38 AJNTS No 57 / 2023 (XXVIII) 

external experts. The outputs of the model can be considered as a good 

starting point for cyber risk management. In fact, the model can be used to 

estimate the number of improvements the organization should perform for an 

acceptable likelihood of successful attacks, i.e., an acceptable risk. The 

validation of the model on real data proves that the proposed method is 

practical; the obtained results show how the model works for different 

organizations with different initial conditions and postures. 
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ABSTRACT 
 

Information and communications technology (ICT) has rapidly evolved worldwide by 

proving to be an essential and fundamental step in the development of modern society. 

While the job market tends to be adapted to rapid technological changes, ICT higher 

education institutions should carefully investigate this tendency by continuously 

designing appropriate educational curricula. Two surveys have been currently made, 

and the results are here reported, and recommendations made. The first survey takes 

feedback from the alumni of Faculty of Information Technology (FIT). The second 

survey evaluates the Albanian ICT companies / institutions hiring these alumni. In the 

present surveys a total of 160 alumni and 51 companies are involved.  

Keywords: ICT, labor market survey, curricula, higher education institution  

 

1. INTRODUCTION 

 

Digital technologies are constantly evolving, and the ICT sector is of 

strategic economic importance.  

The digitization of many sectors is one of the pivotal determinants behind 

the profound transformation of the labor market and the entire society works. 

As digitization creates new job opportunities, demand in manpower increases.   

One of the primary objectives of universities is the satisfaction of this 

demand by equipping the graduates with appropriate level of knowledge. 

Curricula update based on ICT job market trends helps meeting the 

employment criteria. 

The graduates’ responses to the surveys and companies’ policies in the 

framework of meeting employment criteria are here reported, and 

recommendations for improvement are here made. 

Students graduated the last three years were asked about the relevance of 

the curricula used at the Faculty of Information Technology, Polytechnic 



AJNTS No 57 / 2023 (XXVIII) 
41 

University of Tirana, Albania and the requirements at the working place. 

Several public and private companies involved in this field were contacted to 

give an opinion about their employees who graduated from this faculty. A 

total of 160 Alumni and 51 companies’ respondents were involved. A 

quantitative and qualitative analysis was carried out based on the collected 

data.  

The reminder of the paper informs about the literature context, the used 

methodology and the results. Conclusions and recommendations are finally 

drawn, and recommendations made. 

 

Literature Context 

There are many publications tackling the problems of the ICT job market, 

the university curricula assessment and the employability of the students 

through surveys. A considerable number of publications show the results of 

their research and make recommendations for the future.  

The project “The future of the work in ICT” presents its research work in 

the report published in 2020 titled “Skills shortages and labor migration in the 

field of information and communication technology in Canada, China, 

Germany and Singapore” (International Labour Organization, 2020). The 

report states the shortage of skilled ICT workers many countries are facing, 

trends in the ICT sector and labor markets in Canada, China, Germany and 

Singapore, education and skills development, the international migration of 

ICT specialists, and finally key findings and possible policy responses. 

Another interesting report presents the trends and forecasts for the European 

ICT Professional and Digital Leadership Labor Market through the years 

2015-2020 (Hüsing et al., 2016). The authors describe the results of their 

study regarding the e-skills supply and demand in Europe. In addition, they 

quantify the e-leadership workforce in 2015, and forecast the next 5 years. The 

Jordan Skills Standardization Organization, in collaboration with USAID and 

Information and Communications Association, Jordan, presents the Labour 

Market Study in 2016 to illustrate the employment of fresh graduates in the 

ICT sector of Jordan (JoSSOr, 2016). The study reports about the data 

collected from 136 companies. 

Lakey (Lakey, 2007) in his study about the Northern Labor Market 

Information Clearinghouse assesses the employment opportunities and 

provides insights in the IT field within Northern Alberta. Although the study 

informing about the responses of 50 organizations dates back to 2007, its 

importance lies in the method applied, and it helps understand and compare 

the changed requirements of IT sector in the last 15 years. Regarding the 

South-East Europe IT Industry Barometer (SEE ITIB) project of 2015, its 

research team aims to collect information on ICT companies in the Western 

Balkan region and to provide insight on the national ICT market (Dakovic et 
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al., 2015). There were 126 enterprises included in the survey; 50 from 

Montenegro, 40 from Kosovo, 20 from Serbia, 7 from the Republic of North 

Macedonia and 9 from Albania. 

An important study carried out by the Kosovo ICT Association (STIKK) 

informs about the recent trends in the ICT sector in Kosovo (Kosovo ICT 

Association, 2019). 38 IT companies operating in Kosovo were involved. The 

Daffodil International University made a survey on ICT job market in 

Bangladesh in 2019 (Daffodil International University, 2019). The report, 

which covers data collected from 384 organizations, aims to help the ICT 

professionals, policy makers, entrepreneurs in Bangladesh to get a clear 

picture of this sector and bring forth strategic decisions in the age of the 

Fourth Industrial Revolution. A novel approach is presented in the study of the 

Kenyan Universities (Passi-Rauste, 2019) regarding the use and evaluation 

new AI-based technologies for analyzing the labor market demand and help 

universities update their curricula. 

Regarding the research papers, the University of Agribusiness and Rural 

Development in Plovdiv, Bulgaria published the results of the project 

“Updating curricula in University of Agribusiness and Rural Development 

(UARD) in response to labor market needs” in 2017 (Dimitrov et al., 2017). 

The project aims to improve the curricula for deeper learning and skills 

development and competences to increase the training quality and the 

students’ employability. 

The last two reports we referred to are drafted by the researchers from the 

Office of the Quality Assurance, University of Gjakova, Kosovo, and could be 

found on the webpage of the university. The questionnaire, the answers and 

the results’ interpretation regarding the evaluation of alumni’s and their 

employers’ feedback could be found in (University of Gjakova, 2020a; 

2020b). 

Another research paper is authored by the researchers from the Technical 

University Cluj-Napoca, Romania in the field of the civil engineering 

(Anastasiu et al., 2017). The research aims to discover the skills needed to be 

developed by the students from the technical universities to meet the job 

market demands. The employability of ICT graduates in South Africa is 

addressed by two similar papers. (Brink et al., 2019) report about the ICT 

unemployment, one of the biggest challenges of the country. The 

questionnaire got 220 responses from graduates of Applied Information 

Systems at the University of Johannesburg. Similarly, (Brink et al., 2021) aim 

to elaborate the opinion of the graduates regarding employability stress, 

reasons of unemployment and suggestions to overcome these challenges.  

 (Koong et al., 2012) introduce the skills required in the ICT market 

through data collection from Monster.com and HotJobs.com, 2 popular 

internet job portals. The paper aims to help educators improve curricula, and 
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students select wisely the elective courses and choose an area of 

specialization. Ayofe and Ajetola (Ayofe and Ajetola, 2009) from the 

Fountain University, Osogbo, Nigeria, explore the gap between computer 

science curriculum and industrial IT skills requirements in Nigeria, and make 

recommendations with regard. Four different Universities from Australia 

undertook an online survey about the ICT curriculum, job requirements and 

graduating students meeting these requirements. They results could be found 

in (Koppi et al., 2010) who strongly suggest a closer relationship between 

academia and industry.  

 

2. METHODOLOGY 

 

The method here applied is based on (Barros-Bailey, 2012) which 

describes a set of 12 steps to address a labor market survey. Some of the steps 

include identifying research questions, developing the survey, selecting the 

sample frame, collect, analyze, summarize, and report the data. The Microsoft 

Forms platform was employed for the two surveys with 16 questions each. 

One survey targets the alumni graduated from the Faculty of Information 

Technology (FIT) in the last 3 years. The other survey targets the companies 

or Institutions that offer IT services and/or need IT services at their core. Their 

feedback involved only the employees graduated from FIT. 

Thirty alumni were contacted verbally or via email, and were asked to fill 

up the questionnaire posted on the website of the faculty. The 

companies/institutions were mainly contacted via email. Furthermore, the 

questionnaire’s link was shared in the social media platforms. Some of the 

companies were involved under the partnership framework, while some other 

run the internship programs for the students during the academic year 2020-

2021.  

The time span of responses acceptance was approximately 40 days between 

September 2021 and February 2022. There are 160 respondents for the 

Alumni’s survey and 51 respondents from the companies.  

 

3. RESULTS AND FINDINGS 

 

The forthcoming paragraphs inform about the survey content along with 

the responses as depicted in the Figure 1.  
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4.1 Survey for Faculty Alumni 

There were 160 alumni from the FIT here involved. The average time to 

complete the survey was 7.5 minutes.  

 

Q1. Select your gender. 

A1. 43% of the interviewers were males and 57% females. 

 

Q2. Which city do you work in?  

A2. Ninety one percent of the interviewees responded that they were 

working in Tirana, and the reminder was employed in other cities in the 

country such as Durres, Elbasan, Fier, Shkoder, but also abroad (Oslo, 

Norway). 

 

Q3. What is the education level earned? 

This question opted: bachelor, master of science, professional master, and 

PhD.  

A3. Seventy three percent of the interviewees had bachelor degree, 20% 

had master of science degree, 6% had professional master degree, and 1 % had 

PhD. 

 

Q4. Which study program are you graduated in? The options to the 

question were: computer / electronics / telecommunication engineering. 

A4. 45% of the respondents were graduated in Computer Engineering, 26% 

of them in electronics engineering and 29% in telecommunication 

engineering. 

 

Q5. What was the status of employment when you finished your studies? 

Q6. What is your current employment status? 

The possible options for both these questions are the same: unemployed, 

full-time employed and part time employed.   

A5, A6. Figure 1 depicts the results of employment status at the time of 

finishing the studies and at moment of the survey. More than 56% of 

interviewees were employed either part-time or full time, before finishing their 

studies. At moment of the survey, 81% of alumni were part-time or full-time 

employed. Most of the unemployed graduates belong to the bachelor degree 

category. 
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a) b) 

 
Fig. 1: The employment status of the interviewees a) at the time of finishing studies 

(question Q5) and b) the current situation (question Q6). 

 

Q7. Is your job tied to your field of study? The answers can be yes or no. 

A7. Seventy eight percent of the interviewees worked in the field of study 

they graduated in, and 22% work in other sectors. 

 

Q8. Was the master diploma mandatory for the employment? The answers 

can be yes or no. 

Q9. Was the professional certificate mandatory for the employment? The 

answers can be yes (Specify) or no. 

A8, A9. 85% of the respondents stated that the master diploma was not 

mandatory, and 66% answered that a professional certificate was not 

mandatory. However, professional certificates are required after starting the 

job. 

 

Q10. Are you working in the private or public sector? 

A10. 9% of the respondents works in the public sector and 91% in the 

private sector. 

 

Q11. Check all the IT services that your job provides:  

The answers were: App developer, network and server administration, 

artificial intelligence, database, IT / helpdesk, antenna and radio 

communication, graphic & TV studio, design-configuration services and 

devices, medical device maintenance, mobile communication optimization, 

cyber and information security, academia and research, other (specify). 

A11. Web, desktop and mobile app developer is the most provided job. 

Also, network and server administration and IT helpdesk were the most 

popular jobs. 
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Q12. Did you gain enough knowledge from university to help you get 

employed? Rate: 1 to 5. 

A12. The average rating of knowledge provided from university to help 

students get employed was 3.2/5. This index shows a need to update curricula 

to better match the current job market requirements.  

 

Q13. Rate from 1 to 5 the correspondence between university study 

programs and the job market requirements. 

A13. Rating of the correspondence between university study programs and 

the job market requirements was 3.9/5. 

 

Q14. Rate from 1 to 5 how much the internship helped you to get your 

current job. 

A14. Our faculty equips the students with general knowledge and specific 

skills. With our curricula update we need to find the right balance between the 

two. The internship helpfulness was 3.7/5. It appears to be that internships 

have been helpful to the graduates. 

 

Q15. Which of the skills are needed to be further enhanced during the 

academic studies? The answers opted: innovation, critical thinking, problem 

solving, research, soft skills, foreign language, work in group. 

A15. Table 1 reports the answers in an ascending order. The 3 top skills 

voted are problem solving, critical thinking and research. 

 

Q16. Suggest future enhancements to the FIT study programs. The answers 

were optional based on their needs. 

A16. Some of the suggestions were: more programming classes with the 

latest programming languages such as Python, more projects from real life for 

problem solving to be carried out in teams, extension of the internship period, 

continuous assessment of students’ education level (not only once a semester), 

more lab hours and optional courses, etc.  

 
Table 1. The top 7 technical skills listed according to the answers of the 160 

alumni.  

 
Oder Skill Number of Alumni voting this 

skill should be enhanced 

1 Problem solving  85 

2 Critical thinking 81 

3 Research 73 

4 Innovation 70 

5 Work in group 54 
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6 Soft skills 48 

7 Foreign language 12 

 

 

4.2 Survey for companies 

There were 51 companies involved in the survey. The average time to 

complete was 9.6 minutes, and there is one representative response per 

company.  

 

Q1. Name of the company 

A1. There were 51 companies involved in the survey. 48 companies out of 

51 are located in Albania, two of are located in The Netherlands and one in 

Sweden.  

 

Q2. Main activity the company offers. 

This question opted: computer science, electronics, telecommunication, 

and other services (please, define).  

A2. We describe in an ascending order the services offered by companies. 

43% the companies offer services in the computer science field. The reminder 

offers financial, banking, sports, engineering consultancy, business process 

outsourcing, cyber-security, tourism, business public agency, state police 

services. 24% of the companies belong to the telecommunication services 

category. 6% offer electronic services, and only 1 company, out of 51 is 

involved in the field of computer science, electronics, and telecommunication. 

 

Q3. Main IT services the company produces/uses. 

The companies opted multiple answers: programming, database, server and 

network administration, telecommunication services, electronic devices 

maintenance, IT support, embedded systems, cybersecurity, academy and 

research. 

A3. The most popular jobs fall into the categories: web/mobile/desktop 

programming, network and system administration, database, information 

security, machine learning and IT support.  

 

Q4. Have you signed any collaboration agreement with our faculty? 

The answers can be yes or no.  

A4. Only 16% of the companies stated that they had already signed an 

agreement with the university. The other 84%, representing 43 companies, 

have not established any institutional agreement with the university. This 

survey is a means to foster further collaboration with the companies.  

 

Q5. Percentage of your IT employees graduated from FIT.  
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The possible answers are: less than 26%, 26-50%, 51-74% and greater than 

74%. 

A5. 9 companies (18%) replied that more than 50% of their employees 

graduated from FIT. 5 companies stated that 51-74% of their employees 

graduated from FIT, and 4 companies stated that more than 74% graduated 

from FIT. This feedback is of great importance for the faculty. 57% of the 

companies stated that less than 26% of their employees graduated from FIT, 

and 25% of the companies stated that 26-50% of their employees graduated 

from FIT.  

 

Q6. Rate from 1 to 5 the level of satisfaction of your company with our 

students. 

A6. The average result was 3.9/5. 

 

Q7. Rate from 1 to 5 how much do the university study programs meet the 

job market requirements. 

A7. The average result was 3/5. 

 

Q8. Rate from 1 to 5 the level of understanding of job requirements from 

our students. 

A8. The average result was 3.4/5 

The highest result is related to the general level of satisfaction with our 

students. Then, the mean level of students understanding is 3.4. Both of these 

values reassure the quality of our students. They are quite skilled and well 

prepared for the marketplace. However, the least value of 3 shows the need to 

update the university curricula to adjust them according to the very dynamic 

field of ICT in Albania. 

 

Q9. How much time of training is needed for a new employee to start 

working independently? 

The possible answers are <= 1 month, 1-3 months, 3-6 months, >= 6 

months. 

A9. Most of the companies (37%) stated that their employees would need 

3-6 months of training. In ascending order, 31% of the companies stated that 

their employees would need 1-3 months of training, 24% stated that their 

employees would need 6 months of training, and only 8% of the companies 

stated that their employees would need less than 1 training month. 

 

Q10. Is the master diploma mandatory for the employment at your 

company? 

Q11. Is the certain professional certificate mandatory for the employment 

at your company? 
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The answer for both these questions is Yes or No. If “Yes”, please specify.  

A10, A11. For both questions, the ratio is nearly the same. Most of the 

companies, (80% and 82%) do not require a mandatory master diploma or 

professional certificate to hire new candidates. Half of the companies that 

require a certificate offer mainly information security services. The number of 

the public entities requiring a master degree is 2 institutions. Three 

telecommunication companies require a master degree diploma, 1 academic 

institution requires it, and 3 companies offering financial, consultancy and 

artificial intelligence services, respectively, require a master degree diploma. 

 

Q12. Which of the skills are needed to be further enhanced during the 

academic year? The answers are (multiple answers possible): innovation, 

critical thinking, problem solving, research, soft skills, foreign language, work 

in group.  

A12. Table 2 report the answers in ascending order by number of 

companies voting the skill to be further enhanced during the academic tear. 

Top ranked are critical thinking and problem solving, followed by work in 

group. 

 

            
 
Fig. 2: a) The percentage of the companies requiring Master’s degree b) The percentage of 

the companies requiring certificates. 

 

Q13. How many IT graduates are you planning to hire in the next 5 years? 

The possible answers are: None, 1-5, 6-10, More than 10. 

A13. Forty nine percent of the companies stated they plan to hire more than 

10 IT graduates, 29% are hiring 1-5 IT graduates, 16% are hiring 6-10, and 

only 6% (3 companies) is not growing their staff in the next 5 years.  
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Table 2. The ranking of the type of skills to be enhanced during the academic 

years 

 
Ranking 

number 

Skills Number of companies voting the type 

of skill to be enhanced 

1 Critical thinking 38 

2 Problem solving 38 

3 Work in group 35 

4 Soft skills 30 

5 Research  26 

6 Innovation 21 

7 Foreign language 12 

 

Q14. Which fields are you willing to invest in the following years? 

There are multiple answers opted, alike the question number 3. 

A14. Top fields are web/mobile programming, information security and 

machine learning. Internet of things has a growing interest as well. Suggested 

in the comments were also Cloud Computing and DevOps. 

 

Q15. Suggest future enhancements to the FTI study programs. 

A15. In this text field answer, we got feedback from the companies on 

what we can improve for higher quality students. The engagement of the 

companies was impressive as 90% of them contributed with many ideas, to 

their insight. The most popular answers were: include trend technologies in 

curricula like cloud computing, cyber-security, Linux administration, machine 

learning, NLP, robotic process automation, digital assistants; increase 

programming skills and include latest programming languages in the study 

programs such as Python, advanced Java, JavaScript, Php, .Net, mobile 

programming; increase the timeline of internships; the curricula update should 

be more often on a regular basis; the projects should be more job-oriented; 

work in group should be encouraged; increase the problem solving and 

communication skills; closer collaboration with industry should be 

encouraged; career consultancy for the students; certifications through self-

learning; etc. 

 

Q16. Select collaboration possibilities you want to build with our faculty. 

The multiple answers opted: Internships, Employment, Research and 

Projects, Laboratory / Infrastructure, Other (Specify) 

A16. The companies are willing to collaborate with our faculty mostly 

through internships (38 out of 51), employment (34 out of 51) and Research 

and Projects (22 out of 51). Only 8/51 companies are open to invest through 

laboratories and/or infrastructure, which is a good start for increasing practical 

capacities at our faculty. 
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4. CONCLUSIONS 

 

This paper analyses the gap between industry and academia, the ICT 

University curricula and the ICT job market in order to bridge that gap. Two 

surveys were made to obtain the information required involving the graduates 

(Alumni) from the Faculty of Information Technology, Polytechnic University 

of Tirana, Albania and companies hiring them. The following conclusions 

could be drawn: i) satisfaction level of the graduates and companies hiring 

them varies between 3 and 4 out of 5. However, further improvement is 

needed. Updating curricula based on the ICT job market requirements should 

be the starting point to be executed during the academic year 2022-2023, ii) 

the aim of adjusting curricula according to the job market, among other 

reasons, should be decreasing the training time from the companies for our 

Alumni, possibly by reinforcing the lab and project hours to be aligned with 

job market requirements, and iii) the level of employment is satisfactory. 

However, increased activity of career office at faculty level should be 

encouraged to better match the job market demand with graduates from our 

faculty. Our students generally start career in the ICT sector during their 

studies.  

As this survey is the first survey organized at a faculty level, emphasizing 

its impact and expectations would be important.  

Some of the positive results are as following: i) increased feedback from 

the graduates, ii) new contacts from the companies are found, new official 

invitations from them to collaborate with academia and several bilateral 

meetings and agreements are already established, and iii) an increasing interest 

from the business companies to contribute to a better academic process. 

These results are presented to the leading structures and the staff of the 

Faculty of Information Technology and this document will be taken in 

consideration for: i) the improvement of the existing programs curricula 

update, ii) new master’s program curricula, and iii) support the accreditation 

process of our study programs. 
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Abstract 

 
Opinion Mining (OM) has become an interesting research area applicable in 

different fields, such as social media posts, product or service reviews, online blogs, 

etc. OM aims to analyze and gain information from online media opinions. The most 

popular techniques used for opinion analysis are machine learning. The present paper 

aims to evaluate the performance of an artificial neural network model to classify the 

text opinion based on the polarity of the expressed sentiment using a two-classes 

annotation schema: positive and negative. The dataset of the opinions used is in the 

Albanian language. A CNN model is implemented and trained using the Keras 

framework and Tensorflow as a backend. The proposed classification model for 

opinions in the Albanian languages has an accuracy of 73%. 

Keywords: Opinion mining, sentiment analysis, neural network, Albanian language 

 

1. INTRODUCTION 

 

Opinion Mining (OM) or Sentiment Analysis (SA) is a highly-interesting 

Artificial Intelligence (AI) field that aims to analyze and extract information 

from opinions expressed in online media. BrightLocal (2022) reported that 

98% of the consumers read reviews about the local businesses. Analyzing the 

online media opinion can help people to decide whether to purchase a product, 

and even businesses to develop the best strategies to improve their services or 

products. 

Opinion Mining (OM) aims to analyze and extract information from 

opinions expressed in online media. Opinion classification is one of the tasks 

in OM that aims to classify the opinions based on the polarity of the expressed 
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sentiment. The classification task can be performed in three levels, document 

level, sentence level, and aspect level. The classification schema can be two, 

three, or more classes (Liu 2015). 

Many research studies in the field of OM have been devoted to languages 

such as English, Italian, German, Chinese or Japanese, but there are only some 

small research studies done in this field for the Albanian language. The 

Albanian language is considered a low-resources language for natural 

language processing tools. 

Considered a separate branch of the Indo-European language family, the 

Albanian language is spoken by around 7 million native speakers all over the 

world. In addition, it is the official language in Albania and Kosovo, and the 

official regional language in Montenegro and the Republic of North 

Macedonia. Given the fact that the Albanian language is a separate branch of 

the Indo-European languages family, it is of high interest to be studied not 

only for linguistics purposes but also in other purposes or fields. The Albanian 

language has a complex grammar, and its alphabet has 36 letters. 

The present paper reports about a CNN network model for opinion 

classification based on the polarity of the sentiment expressed by the opinion. 

We have used a two-classes annotation schema: positive and negative. As 

Albanian is a low-resource language in natural language processing tools and 

annotated datasets, a dataset has been created. The data set is an extended 

dataset of the datasets that we have used in (Kote and Biba 2018; Kote et al., 

2018; Kote and Biba 2021). The data set is in Section 3 described.  

The remainder of this paper is structured as follows: Section 2 reviews 

related works, Section 3 describes the dataset used, Section 4 informs about 

the architecture of the neural network model and the experimental results, and 

finally, Section 5 presents the conclusion of our work and some suggestion for 

future work. 

 

2. RELATED WORKS 

 

The recent years mark an increasing use of artificial neural networks 

(ANN) in OM tasks. An ANN is based on a collection of huge number of 

nodes called artificial neurons, which loosely model the neurons in a 

biological brain. In a neural network, the neurons are linked and organized in 

layers. A neuron is an information processing entity. The ANN learns to 

achieve a certain task, in our case opinion classification based on the polarity 

of the sentiment, through by readjusting the weights of the connections 

between the nodes. The typical architecture of a neural network model 

consists in three layers, the input layer, the hidden layer and the output layer. 

Based on the network topology, the neural network can be classified as 

feedforward and recurrent/recursive neural network. A convolutional neural 
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network (CNN) is a feedforward neural network and long short-term memory 

(LSTM) is a recurrent network. Deep learning is a multi-layer neural network 

that comparing to a typical three layers neural network has better learning 

capabilities (Zhang et al., 2018).  

Schuller et al., (2015) studied the impact of different feature methods in the 

performance of classification techniques for sentiment classification. They 

perform an experimental evaluation of the performance of Naïve Bayes (NB), 

Maximum Entropy (ME), and Long Short-Term Memory (LSTM) model 

using four small-medium sized datasets and a large dataset using different 

features and n-gram configuration. They concluded that the performance is 

increased when 1-gram and 2-gram are used, and the best performing 

algorithm is ME. LSTM is the second-best performing with a difference of 1.5 

points compared to ME. 

To improve the accuracy of a classification model Liu et al., (2018) used a 

Bi-LSTM neural network that learns specific information by multiple domains 

and uses it in another domain. The used domain descriptors, memories, and 

adversarial training utilize better domain knowledge. The experimental 

evaluation of the method comparing it with existing and in-domain models 

indicated that the proposed model outperforms them. So, the performance of a 

model can be improved by using knowledge learned from other domains. 

Moreas et al., (2013) experimentally evaluated a bag-of-words neural 

network model, NB and SMV algorithms to classify the opinion concluded 

that the bag-of-words neural network model outperforms the NB model and 

SMV model. Also, the experimental results in the paper of Barry (2017) show 

that the approach of a LSTM model in conjunction with GloVe embeddings 

and Word2vec has the best performance. 

Tang et al., (2015) have proposed a neural network model for opinion 

classification based on points categories, 1 to 5. This approach takes into 

consideration not only the polarity of the opinion but even the person that has 

given it. The first component of the model changes the word’s vector 

depending on the person who expressed the opinion and then the classifier is 

trained and used to predict and assign the points to a new opinion. The 

evaluation in two datasets indicates that the proposed model has a good 

performance. 

The deep-learning approach proposed by Deriu and Cieliebak (2016) uses a 

two-layer CNN network to classify Italian tweets in nine possible labels 

combination. The proposed model first predicts if a tweet is a subjective or 

objective opinion and then for the subjective is predicted if it is positive or 

negative and if it is ironic. The authors have used a meta-classifier on top of 

the CNN to increase the robustness of the model. The model is best 

performing in the polarity classification task. 
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The approach proposed by Minaee et al., (2019) is based on a CNN 

network and a LSTM network, in a way to extract the local structure and to 

capture the temporal information of the data. The experimental evaluation 

using two binary polarity sentiment datasets, the IMDB dataset, and the SST2 

show that the proposed ensemble approach outperforms the two individual 

models, CNN, and LSTM. 

Over the last decade, there have been extensive research studies in opinion 

mining. and specifically in opinion classification almost for English, in 

addition to few research studies for low-resource languages like the Albanian 

language. 

One of the first studies in opinion classification for the Albanian language 

is presented in the paper of Biba and Mane (2014). In this paper, the 

performance of different machine learning algorithms is evaluated by 

experiments in the task of opinion classification as positive and negative.  

Kote and Biba (2018), Kote et al., (2018), Kote and Biba (2021) 

experimentally evaluated the performance of 50 machine learning algorithms 

to classify the opinion as positive and negative in the Albanian language in 

multi-domains and in-domain datasets. The authors concluded that the use of 

n-gram (values min=1 and max=2) and TF-IDF increase the performance of 

the algorithms and the best-performing algorithms in average terms are RBF 

Network and Naïve Bayes Multinomial. 

Skenduli et al., (2018) have proposed a CNN network model for 

classifying user-emotion of Facebook posts in the Albanian language at the 

sentence level. The authors have evaluated the performance of the neural CNN 

model comparing it with the performance of tree machine learning algorithms 

Naive Bayes (NB) Support Vector Machines (SMO) and, Instance-based 

learning (IBK). The experimental results show that the CNN model 

outperforms compared to the other machine learning algorithms. 

Vasili et al., (2021) evaluated different approaches used to analyze the 

sentiment of tweets in the Albanian languages. The authors have evaluated the 

performance of three main approaches techniques for sentiment classification: 

traditional machine learning, lexicon-based and deep learning approach. In the 

experimental evaluation are used feature extraction techniques such as bag-of-

words, TF-IDF, Word2Vec, and Glove. The data used to train and evaluate the 

model are unbalanced. The experimental results indicate that LSTM based 

RNN with Glove as a feature extraction technique provides the best results 

with a F-score of 87.8%. 

Haveriku and Frashëri (2021) presented a model to automatically process 

and extract information from tweets in the Albanian language. They have 

evaluated the performance of three machine learning algorithms, SVM, 

Logistic Regression and Naïve Bayes to analyze the sentiment of tweets. 
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3. THE DATASET 

 

Considering that the Albanian language is a low-resource language in 

annotated corpora for natural language processing purposes, we have collected 

and created by ourselves an opinion annotated dataset. This dataset is an 

extension of the dataset used in our previous research papers (Kote and Biba 

2018; Kote et al., 2018; Kote and Biba 2021). 

We have collected in total 900 text-document opinions in the Albanian 

language from well-known Albanian online media. The chosen online media 

have a correct use of the Albanian language grammar in their articles. 

Language correctness is an important factor due to the fact that in a lot of 

Albanian online media the Albanian language is not correctly used, for 

example, the letters “e” and “c” are used instead of the letters “ë” and “ç”. The 

collected opinions are from five different domains: political, economic, higher 

education, tourism, and waste import. 

First, each collected text-document opinion is manually cleaned from 

unnecessary information as the writer's name, publication date, and pictures. 

Once cleaned up, the text-document opinion is annotated with the label 

corresponding to its sentiment polarity. We have used a two-classes 

annotation schema: positive and negative. A text opinion is annotated as 

positive if the overall polarity of the sentiment expressed by it is positive and 

as negative if the overall polarity of the sentiment expressed by it is negative. 

The dataset was annotated only by one person. The dataset has a balanced 

number of positive and negative opinions.  

Table 1 details the information about the corpus. 

 

Table 1 The opinions dataset 

 
Domains No. positive No. negative 

Tourism 50 50 

Higher education 50 50 

Waste import  50 50 

Economic 50 50 

Political 250 250 

TOTAL 450 450 

 

Each text-document of the dataset before being used to train and to 

evaluate the classification model passes in a preprocess phase. First, we have 

here used the Albanian Language tool implemented in (Sadiku and Biba 

2012). This tool consists of a word tokenizer, a stop-word, number and special 

character remover and lowercase transformation, and a stemmer. We have 
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used only the first two components. So, each text-document opinion is passed 

throw the word tokenizer component and then to the stop-word, number and 

special character remover and lowercase transformation component. The 

generated text-document opinion after the preprocessing phase is a bag-of-

words text-document opinion. 

To train a classification model implemented using CNN network and to 

evaluate its accuracy the input data need to be a sequence of data. So, the text 

of the bag-of-words text-document opinions of the dataset are preprocessed in 

a way to be converted as a sequence of data. We have discussed this in section 

4. 

 

4. THE ARTIFICIAL NEURAL NETWORK 

 

This section discusses about the architecture of the used network for the 

binary opinion classification in the Albanian language based on the polarity of 

the sentiment expressed by the opinion as positive and negative. The neural 

network is implemented in Python using Keras (Chollet 2015) and Tensorflow 

(Abad et al., 2015). 

 

The architecture of the network  

The implemented model is based on a Convolution Neural Network. Figure 

1 depicts the architecture of the network. Table 2 reports in details about the 

network.  

We have used the CNN1 network because this network is very effective to 

derive features from segments with a fixed length. The difference between a 

CNN1 network and a CNN2 network relates to the way the feature detector 

moves over the data. 

 

 
Fig. 1: The architecture of the network. 

 

The input layer is an embedding layer where we have used the pre-trained 

word vector for the Albanian language from Fasttext (2021). The next layer is 

a Conv1D layer with 100 neurons and ReLu as activation. A regularizer l2 
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(0.0002) and SpatialDropout1D are applied to this layer to modify it for better 

generalizes. These techniques force the model to learn individual features and 

improve its performance. Then, a Glob-alMaxPooling1D layer is applied to 

select the most important features. The last layer is a Dense layer with softmax 

activation that outputs the probability over the two labels, positive and 

negative. 

 

Table 2. The specification of the model’s architecture 

 
Model Architecture  

Input Layer Embeddings 

Hidden Layer Conv1D 

Nodes 100 nodes 

Activation ReLu 

Activity regularizer l2 (0.0002) and SpatialDropout1D 

Pooling layer GlobalMaxPooling1D 

Output Layer Dense 

Nodes 2 (1 for positive & 1 for negative) 

Activation Softmax 

Optimizer:  

Adam 

Loss 

Metrics 

 

lr=0.001 

Categorical cross entropy 

Accuracy 

Batch size 100 

Verbose 1 

Epochs 10 

Validation slip (training) 0.1 

Validation split (testing) 0.2 

 

Experimental Evaluation  

To train a model and test its performance the data used cannot be bag-of-

words but must be a sequence. So, the bag-of-word data generated from the 

preprocessing are converted into a sequence of data. The vocabulary of the 

dataset is expanded using words from the embedding model and then the 

vectorized dictionary is built where each word is represented by a number. 

After that is created the embedding matrix. 

The dataset is split into training data and testing data, and the ratio is 80:20. 

In training, we have used a batch size of 100, verbose of 1, a window size of 

2, and validation split 0.1. We stopped the training after 10 epochs, because 

the model’s performance is not improved anymore, and it goes in overfitting. 

The performance of the model is evaluated in terms of accuracy and the 

evaluation phase are used unseen data before from the model. The model has 

an accuracy of 73%. Table 3 shows the experimental result. 
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Tab. 3 Experimental result 

 
Model Accuracy 

CNN 73% 

 

 

5. CONCLUSION AND FUTURE WORK 

 

In this paper, we present the implementation of a neural network model for 

opinion classification in the Albanian language in a two-classes annotation 

schema: positive and negative. The neural network is implemented using 

Keras (Chollet 2015) and Tensorflow (Abad et. al., 2015). The network has 4 

layers, an embedding layer, a Conv1D layer, a Glob-alMaxPooling1D, and a 

Dense layer. The model has an accuracy of 73%. 

To train and test the classification model, we have created an opinion 

dataset in the Albanian language. The dataset contains 900 text-document 

opinions classified into positive or negative. An opinion is annotated as 

positive if the polarity of the sentiment expressed by it is positive and negative 

if the polarity of the sentiment expressed by it is negative. Prior to be used for 

training the model and then its accuracy, the dataset undergoes a 

preprocessing phase. Here, the stop-words, the numbers, the punctations, the 

special characters are removed, and all the words converted to lower case. The 

document generated is a bag-of-words. Then the bag-of-words data are 

converted as a sequence of data to be ready to be used in training and 

evaluating the model.  

The accuracy of a neural model used for the classification task is affected 

by the size of the dataset and the annotation quality of the dataset. As future 

work, we propose enlarging the dataset and the dataset to be annotated by a 

second annotator to ensure the quality of the annotation. Also, we can suggest 

the use of deep learning for opinion classification tasks in the Albanian 

language.  
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ABSTRACT 
 

The large amount of data generated in social media platforms has unavoidably become 

an important source of understanding human opinions and behaviors. Models of 

sentiment analysis and tools to process social media data have been developed in 

English, German, Italian etc., but studies related to the Albanian language remain 

limited. The present paper aims to: i) provide a better understanding of the steps 

needed in a sentiment analyzer and, ii) present a model to automatically process 

tweets in Albanian language. The process starts with the cleaning and classification 

are the first steps of this process, while the generation of meaningful results is the final 

one. Entity and text analysis are used to provide the best insights and a better 

understanding of humans’ opinion about different trending topics. The comparison 

between three machine learning classifiers (Naïve Bayes, SVM, Logistic Regression) 

is here made to address the best classification method. The performance of these 

classifiers is evaluated based on statistical accuracy tests. 

Keywords: social media, classification methods, opinions 

 

1. INTRODUCTION 

 

Social media platforms are a key part of digital strategies of public and 

private institutions. Social media interaction is an umbrella term that 

encompasses all the two-way conversations and touchpoints that occur 

between the users. Twitter is one of the most used micro-blogging services 

nowadays, counting more than 330 million active users (Statista, 2021). The 

topology of the Twitter network is one directional, and each tweet is limited to 

280 characters (Twitter Developer Platform, 2021). The use of Twitter data is 
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linked to the provision of the Twitter API, that is a well-structured API which 

provides a high level of accessibility towards the information that users accept 

to make public. 

Social media analytics involves the extraction, analysis and interpretation 

of the information generated on social media platforms, converting data into 

meaningful insights. The process of building an application for ‘Social Media 

Mining’ is reported in (Bonzanini 2016) as following: 

 Authentication - linked with the OAuth (Open Authorization) standard 

used in Twitter; 

 Data collection - the obtaining the information related to a user or topic; 

 Data cleaning and pre-processing - the data need to be transformed in a 

readable format for further processes; 

 Modelling and analysing - depends on the results that need to be 

achieved 

Sentiment Analysis (SA) is a subfield of natural language processing which 

analyses the sentiment and emotions expressed by users related to a product/ 

service/ topic or any other user in the network (Rusell and Klassen, 2019). 

Observing sentiment from social media platforms is possible through the 

combination of NLP and machine learning tools. The SA techniques provide 

an automatic way to analyze conversations in social media, allowing 

organizations to learn their customer’s opinion and needs. Different 

algorithms can be used in a sentiment analysis model such as: rule-based, 

automatic and hybrid (Rusell and Klassen 2019). In this study, we are going to 

use machine learning techniques (which are part of the automatic category) to 

learn from the data in disposal. While using these techniques we consider two 

main processes: training and prediction (Liu 2015). A training dataset is used 

to teach the model how particular inputs can be associated with an appropriate 

tag. After the model is trained, it can be used to predict the perfect tag that 

matches each input given in the model. 

The present paper aims to find an appropriate solution to influence 

different social groups via data mining techniques. Python has been chosen as 

a programming language with a rich ecosystem, easy syntax and semantic 

which together provide the best means for both beginners and advanced users. 

Using Python and its associated libraries provides an answer to another 

important question: “How can all SA steps be established?”. The main Python 

libraries used in each process are Python Docs, (2021): 

 Tweepy: Twitter REST API is used to access previously generated 

tweets; 

 NumPy (Numerical Python): To process effectively data structures in an 

array like form; 
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 SciKit-learn: To have access to the main classification algorithms that 

will be used in this work (Naïve Bayes, Logistic Regression and SVM);  

 NLTK: To process and classify textual representations; 

 Jupyter Notebook: To code live and directly view graphical 

representations and textual input. 

The structure of this work is as following: Section 2 presents research 

studies linked with Sentiment Analysis; Section 3 explains the methodology 

followed; Section 4 presents the experimental results achieved and Section 5 

provides the main conclusions achieved and possible future work. 

 

2. Related Work 

 

Many papers provide information about Sentiment Analysis for languages 

such as English, German, Chinese etc., but studies about Albanian language 

remain quite limited. The first approach for SA in Albania could be found in 

(Biba and Mane 2013). After experimenting with different classifiers, they 

concluded that the best performing classifier for their corpus was Hyper Pipes, 

with an average accuracy of 87%. Trandafili et al., (2018) compared the 

performance of text classification algorithms in a corpus with 20 classes (40 

document each). Using the Weka software to test different algorithms (Naïve 

Bayes, Random Forest, SVM, Decision Tree, K-Nearest Neighbor, Simple 

Logistic, ANN), they concluded that the best performing algorithm in their 

corpus was Naïve Bayes and SVM (Trandafili et al., 2018). Skenduli et. al., 

(2018) made a comparative analysis between different classifiers using the 

collection of around 60000 posts from Facebook, which belong to 119 

Albanian politicians, and the results showed deep learning techniques having a 

better performance than other classical machine learning classifiers. Kote et 

al., (2018) created 5 corpuses each containing 50 text documents of positive 

and 50 of negative opinions. WEKA software was used to perform 

experiments and evaluate the performance of classification algorithms. The 

result achieved after the experiments is that for different corpuses, different 

algorithms give different performances. Hyper Pipes was evaluated as the 

algorithm with the best performance (83.62%) in (Kote et al., 2018). 

Additional interesting information about text and emotion classification in 

Albanian language could be found in (Skënduli and Biba 2013; Voca and 

Kadriu 2015; Kadriu and Abazi 2017; Vasili et al., 2018; Kadriu et al., 2019; 

Kote et al., 2019; Kote and Biba 2021; Vasili et al., 2021).  

 

3. METHODOLOGY 

 

Here, the steps needed to label posts in Twitter, assigning each post a 

positive or negative sentiment, is reported. The collection and processing of 
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the available data is part of an elaboration process. Figure 1 depicts the model 

used, including all the steps needed for the tweet’s classification. While trying 

to build a proper model for collecting and processing the available 

information, the necessary details to be taken in consideration are directly 

linked with the characteristics of the Albanian language and the format of each 

post. The forthcoming paragraph provides detailed information about the 

process of cleaning, processing, classifying and visualizing.  

 

Main objectives 

The present paper aims to; i) present different methods that can be used to 

develop a sentiment analysis model in Twitter and, ii) present the achieved 

results. It presents the necessary steps that can be followed to label each post 

with a sentiment, providing an overview of the main NLP methods for 

students and other interested individuals that are new in this field. The dataset 

created by (Mozetic et al., 2016) is used as a training and testing dataset. It 

contains datasets for 15 different languages, including Albanian language. The 

authors concluded that the quality of the training data directly affects the 

quality of the classification model (Mozetic et al., 2016). By using the dataset 

from (Mozetic et al., 2016) as training and testing dataset, an opinion analysis 

could be carried out. To proceed with a concrete example, the analysis is 

going to be focused on extracting people’s opinions and feelings from their 

posts in Twitter. The following steps are followed to achieve the results:  

1. Pre-processing of the training data, so that they can be ready for the 

mining process (data cleaning, the removal of hashtags and other users 

mentioning);  

2. Training and testing the classification algorithms with the (Mozetic et 

al., 2016);  

3. The evaluation of the result from different classifiers 

Using the Pareto Principle, 80% of the data is used for training purposes 

and 20% of the data is used for testing (Bonzanini 2016). To achieve the 

expected results in the classification module, we the Naïve Bayes, SVM, and 

the Logistic Regression classifiers were used. The classification algorithms are 

accessed from the NLTK Python library and are fed with the training data and 

then tested accordingly. 

 

The proposed architecture 

The architecture in the Figure 1 represents all the steps followed. The 

process of pre-processing and cleaning are described below.   

In the end, the main result to be achieved by using this model is the 

automatic classification of the posts into two categories (positive and 

negative). In addition, an overview about the important aspects could be 

developed. 
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Fig. 7: The proposed architecture 

 

Pre-processing 

Having in disposal a previously created dataset (Mozetic et al., 2016), it is 

important to pre-process the data to give them a proper format before the 

analysis steps. The pre-processing phase is one of the most important phases 

in the sentiment analysis journey, since it captures the most important words 

in a sentence or document. Different rules are determined depending on the 

language of the posts that we are collecting. In this phase we need to clean all 

the collected tweets, to find the proper message. Specifically, the steps that 

could be included in the pre-processing or cleaning phase are: 

1. Transform all text into lowercase; 

2. Remove stop-words; for Albanian language: ‘dhe’, ‘edhe’, ‘te’, ‘ne’, 

‘sepse’, ‘por’ etc.; 

3. Remove blank spaces, punctuations; 

4. If necessary, remove words with less than three letters; 

5. Remove hashtags (#), URL (http://....), users tagged (@); 

6. Stemming- Consists in removing the end of the words; 

7. Lemmatization- Removal of inflectional ending, return the base 

(lemma) of the word. 

An example of cleaned tweet is in the Table 1 reported: 
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Table 4. Pre-processing a tweet 

 
Original 

tweet 

Në takim me @EPP President @JosephDaul: Moshapja e negociatave 

ndëshkon Shqipërinë dhe ndihmon politikanët që kanë tradhëtuar 

qytetarët shqiptarë, duke bashkëpunuar me krimin për pushtetin dhe 

pasurimin e tyre. #EPPSummit#Wearefamily#AlbaniaintheEU 

Pre-

processed 

tweet 

takim, president, moshapja, negociatave, ndëshkon, Shqipërinë, 

ndihmon, politikanët, tradhëtuar, qytetarët, shqiptarë, bashkëpunuar, 

krimin, pushtetin, pasurimin 

 

Table 1 shows that cleaning a tweet is an important process, as unnecessary 

elements are removed. Pre-processing provides a way to group the most 

important words in a post and offer an easier classification process.  

The pre-processing function is built in Python and leads the way to the 

following steps. From the mentioned pre-processing steps, we have considered 

the following: transformation of the words in lowercase, removal of some of 

the most common stop words in Albanian, removal of blank spaces and 

punctuations, removal of URLs, hashtags (#) and user mentions (@). The stop 

words list is composed of a group of 173 stop words in total. The 

word_tokenize function from the NLTK’s library is further used to return a 

tokenized version of the initial text, which in this point contains the main 

words that are linked with the text meaning. 

Stemming and Lemmatization are not in the present investigation included. 

The use of proper stemming algorithm and lemmatization would further 

optimize the usage of this model, leaving space for future experiments and 

optimization.  

 

Training and testing dataset 

Mozetic et al., (2016) said that dataset is used to train and test the 

classification algorithms. In addition, it is composed of around 53,005 posts, 

8,106 of which express a negative sentiment, 18,768 neutral and 26,131 a 

positive sentiment. Since in this work only the positive and negative labels are 

taken into consideration, the total number of records is estimated to be 34,237. 

The dataset saves the following attributes for each tweet: Tweet_Id, Sentiment 

(Positive, Negative or Neutral) and the annotator’s Id (Mozetic, 2016). 

The majority of the techniques used to evaluate a model are rated 

according to the comparison between the label generated during the test and 

the proper label the input should have. The testing process has the same 

format as the training but the information differs.  

 

https://twitter.com/EPP
https://twitter.com/JosephDaul
https://twitter.com/hashtag/EPPSummit?src=hash
https://twitter.com/hashtag/EPPSummit?src=hash
https://twitter.com/hashtag/AlbaniaintheEU?src=hash
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Classification algorithms 

To classify tweets in different classes (positive or negative) we need to 

build a classifier, which in this case is done with the help of the NLTK library. 

This library is one of the most powerful libraries in Python, at least for the 

classification algorithms included in it (Rusell and Klassen 2019). A script in 

Python is built to import these algorithms. 

With the data in disposal in the training dataset, we can guarantee a 

satisfactory analysis of the Albanian posts, but there is a necessity to create a 

way for more detailed statistics with the help of a better constructed dataset in 

the future. The block diagram of this module is accordingly expressed in 

Figure 2. 

 

Preprocessed training data Tokenization

Tfidf Vectorizer

Training machine 

learning model (Naïve 

Bayes/ Logistic 

Regression/ SVM)

Classification

Accuracy_score 

 
 

Fig. 8: Block diagram of the feature extraction module 

 

The list of all the expression contained in the respective dataset is 

transformed into a list of pairs (word, sentiment). The fit and predict methods 

from the sklearn library are used respectively in the training and testing 

dataset (PythonProgramming, 2021). The fit function calculated the mean and 

variance of each of the features in the data in disposal, while the predict 

function uses the calculated weights to make predictions in the test data. The 

used classifiers are Naïve Bayes, Logistic Regression and SVM.  

The initialization of the classifier provides the possibility to test it with 

different collected tweets. The training process provided the classifier with the 
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possibility to differentiate the presence of words and the sentiment related to 

them. In Jupyter Notebook we tried the following command:  

 

tweet=’Situata e sotme ishte e pakëndshme’ 

classifier.classify(extract_features(tweet.split())) 

 

The classifying method (classify) takes as argument a group of tweet 

characteristics, which in this case contains the word ‘pakëndshme’ which is 

linked to a negative sentiment. The enlargement of the dataset would provide 

a better classification process. Once the training and testing process are 

performed, different data could be inputted in the model and produce a final 

targeting label. 

 

4. Experimental results 
 

The accuracy score function from the NLTK library is used to calculate 

the accuracy of each the classifiers. The evaluation of the classifier’s accuracy 

is done by passing to the trained classifier the testing dataset. The results 

achieved are presented in Table 2.  

 

Table 5. The accuracy of the classifiers 

 

 Naïve Bayes Logistic Regression SVM 

Accuracy 77.3% 79.7% 78.7% 

 

Table 2 shows that the classifiers presented a good level of accuracy. The 

Logistic Regression classifiers present a higher accuracy rate for the dataset in 

disposal. For this reason, all the results achieved until now are relatively good 

to take into consideration. The classification and testing involved, provide a 

good model for the automatic classification of different posts regarding the 

sentiment they express.  

By using this model, and the structure given, more advanced cases can be 

studied to achieve meaningful results for the future. We need to mention that 

by further checking the dataset and by using other pre-processing techniques, 

or even creating a more specific dataset, the classifiers accuracy in 

determining the sentiment may change and provide a more accurate final 

result. 
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5. CONCLUSIONS 

 

This work provides the starting point towards sentiment analysis of text 

found in social media platforms. By providing all the steps that need to be 

followed the model represented is a good source of information for students 

and other interested individuals who are interesting in further developing their 

knowledge in natural language processing and opinion mining.  

The built model can be used to determine a result for a specific topic or for 

a public person. The most important part is that by determining an Albanian 

language dataset, it is possible to classify the Albanian posts of different 

public personalities or Albanian companies. This model, even though is still in 

its first steps of implementation, can be further advanced to be helpful in 

different fields such as finance, marketing, innovation and so on.  

Further on, a combination of the opinion and sentiment analyses linked 

with real time events, would provide a better possibility to understand what is 

happening around the world, or specifically in Albania. Political, artistic or 

sportive events can be processed in real time to gain a better insight about 

people’s responsiveness. 

Meanwhile, there are a lot of features to be fixed and updated so that to 

provide better results. From the review of literature and related works, we 

think that there is a necessity to create a well-structured public dataset in 

Albanian language for research and academic purposes. Further on, in this 

project only two sentiment groups were created (positive and negative). 

Adding other important categories such as neutral, angry, hope etc. would be 

beneficial in future cases. In the end, another important part, which would 

make the usage of this model and the part of visualization or classification 

more accessible, would be the development of a simple application where 

each person could search different topics or public personalities and find out 

the statistics related to them in graphical or statistical form. 
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ABSTRACT 
 

The transmission of television content via internet, otherwise known over the top 

television (OTT) has expanded the television audience by reaching individuals who 

want to see their favourite content without a predetermined timetable or in a lot of 

different devices. It is an innovative technology, which is being used increasingly 

from OTT service providers that have started their activity in the recent years as well 

as traditional broadcast companies, which are adapting to the market requests. 

Although it is an important part of the industry, there is an insufficient amount of 

information regarding its technology and operation. In addition, this information is 

often unclear and unorganized. This paper gives a complete view of the OTT TV 

systems, including the technical challenges, transmission protocols and infrastructure. 

This explanation is provided using a ‘demo’ OTT Live platform with one channel and 

several clients. Building this system, revealed a lot of difficulties related to the 

creation of an OTT platform, which brings a lot of benefits to the service providers 

and users. However, there are a lot of aspects that can be improved through proper 

research like transmission latency, which is considerable due to the long path, which 

the content follows before reaching the client application, advertisement inclusion in a 

suitable way and maintaining a good quality of experience for each viewer in every 

device to ensure the longevity of the OTT television service. 

Keywords: over the top, television, live, transcoder, origin server, packager, CDN 

 

1. INTRODUCTION 

 

Over the top television is defined as the transmission of television content 

through the internet infrastructure and protocols. The last decade marked the 

introduction and development of this new technology, but in the first decade 

of the 2000s, television and the internet were completely separated from each 
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other. It was only in 2010 that OTT TV started to attract the attention of 

viewers and the media companies, considering Netflix’s history of success and 

the technological advances which allowed television content to be viewed in a 

lot of different electronic devices (Lotz 2018). Over the top television has 

been successful in the distribution of live content and video on demand. One 

of the main reasons for this success has to do with the possibility to view the 

content in every device that has an internet connection such as smartphones, 

tablets, smart TVs etc. Given the role that internet has in people’s everyday 

life, OTT TV is now accessible for most of the world’s population and has 

attracted new audiences which were not satisfied with the traditional 

terrestrial, satellite or cable television (Blanc 2017; Sadana and Sharma 2021). 

However, OTT TV is still considered as a novelty in television industry. and 

as a result, there is little information regarding its technology, operation, and 

architecture. Also, this information can sometimes be unclear and difficult to 

understand. This fact brings the necessity for a detailed analysis of over-the-

top TV service, which is the purpose of this paper (Taylor 2019). The 

following sections explain the full architecture of an OTT system as well as 

the new streaming protocols and technical aspects of the system. This 

explanation is accompanied with a demo platform, which is built to study 

more closely the constituent parts of it and to monitor all the content 

processing that is made before it is published on the internet and distributed to 

the client. The last section of the paper gives the conclusions and highlights 

the innovative aspects of over-the-top television and the challenges that it 

faces in order to achieve the same performance as broadcast TV. 

 

2. VIDEO STREAMING PROTOCOLS 

 

Protocols are often described as a set of rules that enable a successful 

communication and data transmission, but video streaming protocols have 

several characteristics related to their specific application, because most of the 

video content is not created for streaming purposes. This means that first it is 

necessary to convert the video into a suitable format. This includes breaking it 

up in small chunks, which are transmitted sequentially and are played the 

moment they are received. This is the core functionality of video streaming 

protocols, but they are more complex, because they usually use adaptive 

bitrate delivery. This technology is implemented by transcoding video content 

with multiple profiles, which means that the same content is transcoded with 

different resolution and bitrate. The Internet connection of different people 

does not have the same speed and even the connection of a specific user 

changes in time depending on circumstances. For this reason, OTT TV 

protocols offer different profiles of the same content, and the client application 

evaluates the Internet connection at the moment of viewing and chooses the 

https://www.emerald.com/insight/search?q=Mayank%20Sadana
https://www.emerald.com/insight/search?q=Dipasha%20Sharma
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profile that is more suitable for the specific client, so every user gets the best 

quality that he can support. Some protocols focus on different aspects of the 

streaming process such as the latency or content encryption, but there are three 

most popular and used protocols HLS, MPEG-DASH and Microsoft Smooth 

Streaming. HLS was originally designed exclusively for Apple devices, but 

nowadays it is supported by a lot of devices and browsers, and it is in fact the 

most used streaming protocol. It ensures a good quality of video with low cost 

and high security. MPEG-DASH or Dynamic Adaptive Streaming over HTTP 

is a streaming protocol, which was developed by MPEG (Moving Pictures 

Expert Group), with the purpose of creating an alternative to Apple HLS. The 

crucial difference between these protocols is their ownership. Also, HLS 

supports only some specific video and audio formats whereas MPEG-DASH 

operates with all formats. Microsoft Smooth Streaming is a streaming 

protocol, like two protocols explained above, but unlike them, Smooth 

Streaming uses CPU usage as an indicator in choosing the right profile. This 

new indicator is specifically useful in mobile devices such as smartphones or 

tablets (Barz and Bassett 2016).  

 

3. OTT TV PLATFORMS’ ARCHITECTURE 

 

OTT TV services use the internet network to distribute live or on demand 

video content to viewers. Although they use Internet attributes for the data 

transmission, there is a need for some specific processing steps in order for the 

content to be suitable for distribution to the client. The full architecture of an 

OTT platform is given in the Figure 1. Firstly, all television content (Live 

Streaming, Video on Demand) goes through the transcoder, which changes 

different characteristics so that this content is in the required format. 

Transcoding is the process that ensures adaptive bitrate delivery. The next step 

in an OTT platform is the packager that breaks up the content in fragments or 

chunks and creates the manifest files, both of which are published in the origin 

server, which is the server responsible for processing client requests and 

serving the content to the client application (Blanc 2017). However, an OTT 

platform with only one origin server that communicates with all the clients 

would not be efficient, because this server would become a one point of 

failure. In an effort to avoid this problem and also to improve the quality of 

viewing, OTT TV uses Content Delivery Networks, that are a group of servers 

placed in different geographical locations (Oliveira et al., 2018). These servers 

save the content in their memory so that when a client sends a request, it can 

be served to him directly from the closest server. After the CDN, the request is 

delivered to the client application, which is the software that has built the 

request for the content and when it receives this content is responsible for 

decoding and playing it. This is the transmission chain, in which the content 
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goes through, but there are two other important systems that complete the 

whole OTT platform which are the DRM and the Middleware. Digital Rights 

Management or DRM is a system that ensures that a specific content is 

available only for authorized clients and it does this through encryption, which 

actually happens in the packager, but it is the DRM system that authenticates 

the client and distributes the encryption and decryption keys towards the 

packager and the client application respectively. The middleware is a very 

important software for the operation of an OTT service with many clients and 

many channels because it manages the whole system. The middleware gives 

the client the opportunity to view his requested channel without the need for 

knowledge regarding manifest files and URLs. It guaranties a successful 

communication between all the components of the platform, which are 

designed by different vendors, and it communicates constantly with CRM 

(Customer Relationship Management) to exchange information about billing 

and information about the clients and their rights so that together with the 

DRM, they ensure that the OTT service is received only by authorized clients. 

 

 

 
Fig. 9: Architecture of an OTT TV platform. 
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Transcoding 

Transcoding is the process of transforming the media content in a different 

format to ensure that it is suitable for platforms and applications with different 

requests. Two of the most important components of transcoding are trans-

sizing and trans-rating. Trans-sizing is the change of the video size which 

includes not only the place that this video occupies in the hardware memory, 

but also the resolution. Trans-rating is a similar process, but it has to do with 

the bitrate. It is necessary as the process that enables adaptive bitrate delivery.  

 

Packaging  

As aforementioned said, once the transcoding process is done, the content 

is transformed into a specific format, but an application responsible for 

playing the video requires more information than what can be included in an 

individual media file such as available resolutions and bitrates, available audio 

and video formats, audio languages, subtitles, and advertisement insertion 

points. HLS and MPEG-DASH protocols put all these information in a single 

file called a manifest file. In the HLS protocol this file is called a Master 

Playlist, which includes the bandwidth, resolution, and coding format for each 

profile and the URL where this format can be found. Media Presentation 

Descriptions give the same information in the MPEG-DASH protocol, but it is 

slightly more organized since it arranges media profiles into Adaption Sets. In 

an OTT TV platform, the packager does two essential services. It fragments 

the content in chunks, and it prepares the manifest file, as it is explained 

above.  

 

Origin Server  

An origin server is a computer with the main responsibility of processing 

and answering the clients’ Internet requests. It can be the only part of the OTT 

platform responsible for delivering the content to an Internet entity such as a 

website as long as the traffic does not exceed the server’s capabilities and 

short delay is not a priority. The physical distance between the origin server 

and the client increases the latency and as a result it increases the loading time 

of an Internet source. Using a Content Delivery Network (CDN) is the current 

solution for reducing round trip time and the number of requests that are 

handled by the origin server.  

 

Content Delivery Network  

A Content Delivery Network can be defined as a server platform located in 

strategic positions with the goal of decreasing the physical distance between a 

client and the server that responds to him. Usually, a CDN has three kinds of 

servers: the origin server, the shield, which is a server that protects the origin 

from overloading with requests and the points of presence (POP). Once a 
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request arrives, the shield subsequently checks the local memory and if the 

information is not found, the requests go to the origin. The third kind of 

servers which is the most common in a CDN is POP, which is a cache server 

located far from the origin. These POPs answer the clients request with the 

version of content that they have in their cache memory. If one POP does not 

find the requested files it searches them in other POPs of the network and only 

when content is unavailable or not updated, the client request goes to the 

origin server (Aljumaily 2016; Al-Abbasi Aggarwal et al., 2019) A Content 

Delivery Network has a lot of advantages such as availability, scalability, 

security, and a better performance for the platform (Held 2011; Zolfaghari et 

al., 2020). 

 

4. BUILDING A DEMO OTT LIVE PLATFORM 

 

Description of the demo platform building process 

The following paragraph describes every step in the process of creating a 

demo version of a Live OTT platform, which is a small platform with one live 

channel, that does not include all the parts of the infrastructure but is very 

helpful in completing the OTT view and presenting a practical demonstration 

of the information explained previously. It also gives more insight into the 

whole processing flow of the signal and all the files that are created for 

specific needs. 

The input signal of this platform is an IP stream that is generated based on 

DVB-T2 standard, which means that it is adapted for traditional terrestrial 

broadcast. According to the DVB-T2 standard the television signal is 

transmitted as an MPEG transport stream, which encapsulates several 

elementary streams, with different PIDs (Program Identifier) for different 

elements of the signal such as video, audio, subtitles etc. As it is mentioned 

earlier the OTT transmission requires TV signals with different characteristics 

that are suitable for the streaming protocols of the Internet. Therefore, after 

passing through the processing components of the demo platform, the output 

signal is presented as a set of files, whose type depends on the file-based 

protocol used for transmission such as HLS, MPEG-DASH, MSS etc. Each of 

these files contains the video, audio and metadata components of the signal. In 

the OTT platform each of these files is considered as a “chunk”, whose 

duration can be configured in the packager. However, for a specific time 

length we expect to have more than one file, considering the use of adaptive 

bitrate streaming, which means the same part of the TV content will be 

represented as different files with different bitrates and resolution. The 

necessary information regarding these files, their characteristics and order is 

included in the manifest file. In the final step of the demo platform, the player 

of the client app will request the proper files depending on the client device 
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screen resolution, network connectivity capacity and will play the content as a 

continuous stream. 

 

 
 

Fig. 10: Input and output signal of the OTT demo platform 

 

In the demo platform, the two most important components are the 

transcoder and the packager, which are implemented together with the origin 

server. Although every part of the OTT architecture has a role in ensuring a 

good operation and quality of experience for the viewer, these two parts are 

crucial for the transmission. They enable the distribution of content via the 

Internet, while other components like DRM, CDN or Middleware offer 

services that facilitate the management and avoid problems that may rise in a 

platform with more content and more clients. Regarding the client application, 

the software chosen is VLC, which is an application that can be installed in 

every client’s equipment. 

 

Hardware equipment 

In the creation of the demo OTT Live platform, there was a need for 

several computers and hardware equipment. First, it was used an Edge Probe 

Nano monitoring DVB-T/T2 signal equipment (TestTree 2020), which serves 

as a receiver of the terrestrial signal. It receives a DVB-T2 stream, chooses a 

specific channel and streams it in a multicast IP address. This multicast stream 

is captured by the transcoder, which is the HERO Live transcoder from Media 

Excel (MediaExcel 2021). This software is installed in a standard datacentre 

server running over a virtualized platform. The next device is a standard 

desktop computer with installed Ubuntu Server 21.04 operating system. This 

computer contains the Unified Streaming origin server (Unified 2021). A 

standard network and management computers are connected in a LAN (Local 

Area Network) for management purposes. Each build platform is accessed by 

the management computer either from their respective web interface, or from 

the PuTTy ssh client and WinSCP FTP client. In the same network, a standard 

computer is also used as OTT client with VLC application installed. Another 

client equipment used is an Android Box, which is connected to a TV and 

allows the installation of the VLC application. A switch is used to connect all 

of the mentioned equipment with each other in a small local network. OTT is 

the transmission of the signal via the Internet, but taking into consideration the 
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fact that the Internet is a very large network, using a small local network 

would not bring any difference.  

 

Demonstration of the demo OTT platform 

The following pictures demonstrate and explain the creation of the OTT 

Live platform. Figure 3 shows the web management interface of the HERO 

Transcoder, which has the option of configuring different groups of 

transcoders along with every channel, which has only one input and have one 

or more output. That means that different profiles can be created for the same 

content to enable the adaptive bitrate transmission. The channel configuration 

also includes pre-processing, logo overlay and video and audio pre-set for 

every output, as in the Figure 4 depicted.  

 

 
 

Fig. 3: The transcoder web management interface 
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Fig. 4: The channel configuration in the transcoder. 

 

As aforementioned said, the packager and origin server used in this 

platform in the Unified Streaming origin, which is installed in a computer that 

also contains the Apache software. This is an open-source software that 

enables the creation of several web servers in a single physical machine. A 

web server is called a virtual host in Apache, and it is set up by editing its 

configuration file. After configuring the web server, the next step is the 

creation of the publishing points, which are the folders, where the transcoder 

posts the content. In this platform, the transcoder and the origin server 

communicate through the Microsoft Smooth Streaming protocol, therefore the 

publishing point is created by writing the server manifest file (.isml). The 

script, executed to create the publishing point is shown in figure 5, while 

figure 6 shows the manifest file. 

 



 
84 AJNTS No 57 / 2023 (XXVIII) 

 
 

Fig.  5: The executable script for creating the publishing point 

 

 
 

Fig. 6: The manifest file (.isml) in the origin server. 

 

Once the channel and its respective publishing point is created, the OTT 

distribution can begin. Figure 7 depicts the monitoring of the channel in the 

transcoder, while the state of the publishing point folder in the origin server, 

which now contains the manifest file (.isml) and the chunks for every profile 

of the channel (.ismv) is in the Figure 8 depicted. 
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Fig. 7: Monitoring the channel after it is started. 

 

It can be seen that since the moment the channel is started in the 

transcoder, in the publishing point there are two chunks created at the same 

time. As expected, there are two files with the same content, but with different 

resolution and bitrate.  

 

 
 

Fig. 8: The publishing point directory during the transmission. 

 

The demo platform, configured with only two profiles, is sufficient to test 

the OTT transmission’s capabilities and adaptiveness to the available 

resources of several clients. Table 1 shows the chosen profile of several client 

devices that differ regarding their screen resolution and the available 

bandwidth of their internet connection. In this experiment, the available 

bandwidth of the client devices has been controlled, so that the behaviour of 

the built OTT platform can be monitored, on presenting the right profile to 

each client that offers the best user experience with the available resources. 

 

Table 6: OTT Profile chosen based on the client devices’ screen resolution 

and available bandwidth 
Client device Available bandwidth Chosen profile 

Mobile phone 1024 kbps 360p / 800kbps 

Mobile phone 2048 kbps 360p / 800kbps 

Desktop computer 1024 kbps 360p / 800kbps 

Desktop computer 2048 kbps 480p / 1200kbps 

Android TV 1024 kbps 360p / 800kbps 

Android TV 2048 kbps 480p / 1200kbps 
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Table 1 reports that the mobile phone, which is a device with a small 

screen resolution, chooses the 360p/800kbps profile even when the connection 

bandwidth can support the higher profile. The player of the device does not 

choose the highest profile available which is the 480p/1200kbps, because the 

screen resolution of the mobile phone does not support it and it would not 

bring any significant benefit to the user experience. 

It clear that for the desktop computer and Android TV, which have a higher 

resolution and are considered as ‘big screens’, the player chooses the highest 

profile offered by the OTT platform that is permitted by the available 

bandwidth. In this case, when the available bandwidth is higher than 1200 

kbps, the platform choses the 480p/1200kbps profile. When the Internet 

connection speed is reduced, it does not allow for the TV content to be 

streamed continuously from the platform to the client using the previous 

profile. As a result of that, the player chooses the next available profile (with a 

lower resolution and bitrate) so that the content can be transmitted without any 

error or missing packet, that would appear as an artifact in the video and 

would degrade the user experience. This ability to adapt to the client devices 

and their properties, ensured by the adaptive bitrate transcoding and 

packaging, is dynamic. This means that the connection of each client is 

monitored continuously so that the player automatically switches to different 

profiles when the network conditions change, and the best user experience is 

offered to all the clients.  

Figure 9 shows the content played in the client software, which in this case 

is installed in a laptop. As explained previously, the computer screen is 

considered as a ‘big screen’; therefore, the player of the client application 

chooses the higher profile, which is 480 pixels and 1.2 Mbps. Once the 

creating the demo version of a live OTT TV platform is created, the television 

signal starts to be played in the chosen client devices, and its profile is 

adapting to the capabilities of each device, which means that the demo 

platform is complete and the distribution of the content through the internet 

has been achieved.  
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Fig.  9: The VLC software playing the content 

 

6. CONCLUSIONS 

 

Over the top television is the transmission of television content through the 

Internet. In OTT TV, the viewer has to require the content in order for it to be 

transmitted. As an industry, the OTT television has developed a lot in the last 

10 years, but it still faces many challenges, which have to be solved so that 

more audiences can be reached. OTT service providers have to analyse and 

offer flexibility in payment methods, marketing and advertisement inclusion. 

Moreover, the transmission latency is a performance parameter that appears to 

be not as good as in traditional TV due to the nature of the OTT protocols, that 

separate the content in chunks. This parameter needs to be improved, by using 

suitable algorithms, chunk duration and the exact moment when the video 

starts to be played (Bjelica et al., 2015; Latkoski et al., 2016). The process of 

building a demo OTT platform showcased two major factors that contribute to 

the growing popularity of the OTT TV nowadays, which are the low cost and 

relative simplicity in creating an OTT platform, considering that is built on top 

of existing Internet infrastructure. Moreover, the demo version emphasized all 

the system components and their functions, which require further research in 

order to be developed so that a good quality of experience can be ensured for 

every client, despite his equipment, internet connection or the content he is 

watching (Goldstein et al., 2020). The build platform allows to monitor and 

test different video streaming profiles (different resolution and bandwidth) and 

different CDNs. These tests can be performed not only for the stream profiles 

as in this experiment, but also for more profiles and several channels with 

different type of content. The testing results can help to evaluate and fix 
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bottleneck problems or any other obstacles that may appear during streaming 

when the number of clients grows.  
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ABSTRACT 
 

Distributed teams have long adapted their own versions of implementation the of 

Agile methods, and the use of many tools to facilitate the access to these methods. 

However, which is the most appropriate method and the factors impacting it remain 

unclear. A systematic literature review of the most recent publications to identify the 

challenges, trends, and the less explored area of Agile Methodologies for distributed 

software development (DSD) is here made for the years 2017-2021 by including here 

the pandemic years. The results showed a considerable interest in Agile for 

Distributed Software Development. Case studies and guidelines and proposal of 

hybrid models’ implementation were considered for the review. Scrum and Extreme 

Programming are the most reviewed methods with focus on Peer Programming and 

Lean Programming. At the same time, an important attention is given to scaled agile 

and its adoption for distributed teams too, where most of the analysis is focused on 

Scrum of Scrums, Scaled Agile Framework and Disciplined Agile Delivery. 

Keywords: Agile, global software development, distributed software development, 

scurm 

 

1. INTRODUCTION 

 

Global software development (GSD) has an increasing interest both in 

industry and in academics. The decision to go global for many companies is 

considered cost-effective, time reducing thus faster development, access to 

global resources and increased flexibility. In addition, it faces several 

challenges such as geographical locations, cultures, time zones and languages 

all affected the team involved, the project structure and processes.  

GSD-related topics have been in focus and discussed extensively in 

literature. However, understanding and examining all the aspects of GSD is 
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particularly challenging as it varies by the organization type and structure 

(how are teams are organized and distributed), the form of GSD 

implementation (whether the teams are independent or distributed), the team 

experience. It is noticed that each publication usually focuses on a particular 

challenge and project aspect. 

 

Agile  

Unlike the traditional software process development methods that are plan-

driven and have more strict phases, agile methods have introduced a dynamic 

process with less documentation produced but more software delivered in less 

time, thus responding better to business requirements. In such a powerful 

procedure, prerequisites are profoundly unpredictable and consistent joint 

effort is basic to adapt to constantly changing necessities for chance 

alleviation because of conditions (Martakis and Deneva 2013). Engineer 

coordinated effort is subject to the correspondence of changes of new errands, 

just as on the consciousness of what others are doing and whether they are 

accessible to help (Damian et al., 2007). 

 

Agile in distributed teams 

There are several publications about Agile and global software 

development. In recent publications, authors have tried to give best practices 

also propose new models to minimize the challenges faced. However, there is 

a lack of information from real cases of industry which results could be found 

in (Vallon 2018). 

Consequently, we will investigate the recent case studies or evidences 

coming from the industry and identify the trends in this area aiming to provide 

information about the evidences provided, factors impacting agile 

development in distributed software development, whether there are new 

models proposed or novel approaches for Agile in DSD, and the most studied 

methods in distributed Agile. 

 

2. RESEARCH RESULTS 

 

Information has been obtained from databases of ACM Digital Library, 

AIS Electronic Library (AISeL), IEEE Xplore, ScienceDirect and any open-

source publication. The research query is composed of two main objectives: 

Agile and global software development. Taking into consideration that there 

may be different combinations and sub queries, the last version of the query is 

as follows: 

(Agile OR scrum OR "extreme programming" OR "pair programming" OR 

"lean programming" OR dsdm OR kanban) AND ("global software 
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development" OR GSD OR "virtual team" OR "global team") AND 

("empirical study" OR "case study"). 

The systematic literature review was implemented in two phases. First, all 

the papers resulting from the query were reviewed and independently selected 

by two authors. Second, the papers were categorized and reviewed.  

There were 100 articles only for the period of 2020-2021. Once the 

manuscripts’ content was read only 14 papers were selected, relevant to our 

systematic review. There were 46 papers selected in total for this review. 

Following, we provide answers to the research questions by giving in depth 

details and explanation.  

 

2.1. What evidence are provided (surveys/ case studies)? 

The manuscripts could be divided into five categories. Three articles are 

included in the group of proposal papers for future research (could also 

considered as ‘work in progress’) where the authors proposed the field of 

study and the methods that will be using. Five papers are classified as 

‘Surveys’. Sixteen publications are classified as ‘case studies,’ where authors 

have provided insights from personal experience or real projects of Agile in 

DSD. There are also identified two papers included into the group of the ‘New 

Model Proposal’ papers. 

 

Table 7 Papers categorisation. Total findings for each category. 

 

Category Papers Total 

Proposal for 

research 

(Razzak, 2017), (Lunesu et al., 2018), (Drechsler and 

Breth, 2019) 
3 

Surveys 

(Boyer and Mili, 2011), (Werewka et al., 2017), 

(Seckin et al., 2018), (Vithana et al., 2018 ), (Marinho, 

2019),  (Majdenbaum and Chaves, 2020) (Shameem et 

al, 2020) 

7 

Case Studies 

(Awar et al., 2017), (Inayat et al. 2017), (Santos and 

Nunes, 2017), (Bass et al., 2018), (Costa et al., 2018), 

(Kahya and Seneler, 2018 (a)), (Kahya and Seneler, 

2018 (b)), (Rajpal, 2018), (Paramartha, 2018), 

(Aggarwal and Mani, 2019), (Bjørn et al., 2019) 

(Gupta et al., 2019 (a)), (Gupta et al., 2019(b)), 

(Salameh and Bass, 2019), (Szabó and Steghöfer, 

2019), (Uludağ et al., 2019), (Qahtani, 2020), (Shafiq 

et al., 2020), (Moe et al., 2020), (Britto et al., 2020), 

(McCarthy et al., 2020), (Stray and Moe, 2020), (Khan 

et al., 2021), (Beecham et al., 2021), (Geeling et al., 

2020) 

25 

Findings from 

other case 

studies 

(Khmelevsky et al., 2017), (Lous et al.,2017), 

(Humble, 2018), (Putta, 2018), (Calefato et al.,2020), 

(Camara et al., 2020), (Shafiq et al., 2020)  

7 

https://arxiv.org/search/cs?searchtype=author&query=Beecham%2C+S
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New models 

proposals 

(Awar et al., 2017), (Kroll et al.,2017), (Beecham  et 

al., 2021) 
3 

 

 

2.2. What factors impact Agile in Distributed Software Development? 

Here the challenges and the drawbacks of Agile in global software 

development are identified along with the positive aspects that these 

methodologies combined with distributed software development might have 

brought.  

Some of the main characteristics that global software development needs to 

address are related to temporal, geographical and sociocultural distances that 

pose challenges in communication, control, and coordination (Szabó and 

Steghöfer, 2019).  

Agile practices require frequent communications in the team. In the 

research conducted by (Inayat et al. 2017) are investigated multiple-case study 

of four large, distributed companies. They found that in some companies, 

where the teams were involved in distributed projects, communication with 

the local colleagues was more frequent than with the remote ones and as a 

result, the members know less about the professional background and are less 

aware of the tasks that the remote colleague was working on. The work 

progress of the remote team was also not transparent. This resulted in people 

being more likely to communicate with someone they knew and that they 

knew they can help, thus communicating more with those locally than 

remotely. However, their study, despite the apparent believe, indicates that 

distance does not seem to matter to communication frequency, and the 

correlation results between communication, awareness and distance are 

indecisive. Further investigations need to be conducted for wider cases 

studies.  

A particular case of GSD, where programming is appropriated over a 

twenty-four-hour working day, is Follow the Sun (FTS) (Carmel et al., 2014). 

For projects like this, the lack of communication or interaction in real time, 

the time difference due to no overlapping of working hours or delays in 

response times for problems, were key challenges for the temporal distance 

(Kahya and Seneler, 2018). Also, the loss of concentration because of long 

meetings at late hours is another risk.  

As suggested by (Khmelevsky et al., 2017) the lack of face-to-face 

communication, because of the distribution of the team, should be 

compensated with rich communications using channels and as in real agile, at 

least weekly, or biweekly meetings between the teams should be hold. 

Brainstorming and frequent planed meetings are essential to overcome 

problems for distributed team. 

https://arxiv.org/search/cs?searchtype=author&query=Beecham%2C+S
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In Agile there are specific roles that conduct specific activities. The 

Product Owner, that has knowledge about the system being developed, should 

be close to the developing team to interact with them (Kelly and Allan, 2019). 

In cases where the product owner is the client itself, in distributed 

environment it might not be possible. Thus, for distributed software 

development projects, it is recommended that the Product Owner should be a 

member of the team that has the feasibility to relocate near the customer to 

discuss the business requirements and translate them in user stories for the 

developing team (Paramartha, 2018). The role of the Product Owner may be 

found also with the name of Business Analyst. In case of frequent traveling 

and the utilization of tools for communication and implementing requests an 

adequate budged to be estimated (Rajpal, 2018 ). 

On research conducted for DSD in India and US or Europe, is observed 

that the IT developers of India work under various transactional conditions 

that differ from those who work in US or Europe (Bjørn et al., 2019). The idea 

of trans locality guides us to consider the accomplished work arrangements as 

a variety of word related governmental issues, infrastructural availability, and 

worldwide office, which reach past national fringes. By focusing on the 

manners by which procedure, work organization and technology shape the 

trans locality of the working environment we can thus understand their lived 

work experience in transnational work. Agile methodologies have an 

advantage of increasing transparency and coordination across team; however, 

this can be a risk for vendor companies offshore since it can disempower the 

developers by reducing their decisions, thus having a negative impact in their 

work (Bjørn et al., 2019). 

Technology diversity is another factor impacting distributed software 

development. Agile methodologies require tools for team communication and 

coordination. Sometimes, different teams work with different tools and the 

time of the adaptation is requested. In other occasions the remote team may 

pose resistance in moving from their own internal environment to something 

new. 

Awar et al., (2017) identified the English language as the one of the most 

challenging issues. Different level of comprehension of the communication 

language led to misunderstanding or difficulties in understanding requirements 

or tasks assigned to the development team. 

Using the Hofstede model, Lunesu et al., ( 2018) rises hypotheses with 

respect to effect of social foundation on rehearses appropriation of the teams 

involved. Ethnic, social, and cultural aspects determine the diversity in socio-

cultural. Even though they are still hypothesis, whenever approved, would 

assist light-footed professionals with identifying early the potential difficulties 

that they will confront unavoidably (and in this manner to be increasingly 

arranged to this challenges)  
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Other challenges are related to correspondence, specialized competency, 

client commitment, information exchange, innovation, coordination, and 

control. However, training and coaching and community-oriented 

improvement were not found to have a noteworthy relationship with project 

success for distributed teams (Vithana et al., 2018). They are close to personal 

attitude and building the consistent project success.  

One of the most important aspects for organization is lowering 

development cost, and this can be achieved by going global and delegating the 

work in other countries (Humble, 2018). In Global Software Engineering 

(GSE), there are identified three success factors (competences, 

communication, and collaboration) and three benefits (flexibility, innovation, 

and efficiency) (Elbert et al., 2016).  

Agile methods are developed around communication and transparency that 

they imply and have a positive impact in global teams. These methods 

encourage frequent meetings and collaborations that help to reduce the gap 

between development teams. There are several tools that are used for 

collaboration (Jira, Cacoo, GenMyModel), for shared project workspace (like 

GitHub or Subversion) and communication in the team (Skype, 

GoogleHangouts) (Calefato and Ebert., 2019). Stray and Moe (2020) 

investigated the impact of instant messaging tool, Slack, in reducing the 

challenges of geographic distance. This tool supports frequent communication 

and fast responses within and between teams and their stakeholders, which in 

turn benefit GSE companies. However, even in mature agile GSE companies 

using new tools and coordinating with both scheduled and unscheduled 

meetings, faces the same old barriers – such as language, unbalanced activity, 

and difficulty with facilitating communication, the authors say. 

 

2.3. Are there new models proposed or novel approaches for Agile in 

DSD? 

Task scheduling is challenging to Global Software Development (GSD). 

Usually this is a process carried by the project managers who are responsible 

of creation and distribution of tasks. The process or task assignment becomes 

especially difficult considering the distribution, the multidisciplinary 

composition of the team and time zone differences. For FTS projects, the time 

zone difference is exploited as an advantage of GSD, however poor planning 

and a poor distribution of the tasks can increase the costs in an unacceptable 

manner ( Penta et al., 2011).  

Kroll et al., (2017) have implemented a genetic algorithm-based 

assignment technique that uses a queue-based GSD simulator for fitness 

function evaluation. Their work contributes on task scheduling in conform to 

GSD context. Genetic Algorithm-based (GA) have been widely used in many 

optimizations, search, and machine learning (ML) problems (Camara et al., 
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2020). This algorithm was also evaluated for task scheduling in three 

industrial project’s data, and then the results have been confronted with the 

actual PMs (project managers).  

Kroll et al., (2017) stated that in terms of reducing the project lifespan, the 

Genetic Algorithm performed as better as, and in cases even better than 

solution provided by the managers for task assignment to the development 

team.  

Awar et al., (2017) proposed new model which is based on practices and 

state-of –the-art for the process of software development in distributed Agile 

team. This model divides the process into four phases: pre-implementation, 

where the goal here is to create a set a baseline for the cross-functional team; 

implementation, where the team should implement fully the Agile 

methodology; team-shared understanding, is the phase where issues are looked 

up by appropriated group. The last phase, post-Development, is expected to 

fortify the association by utilizing certain practices. However, this model is 

applied so far only in one case and further investigations need to be 

considered. 

Sinha et al., (2020) suggested another model called SWOT model 

(strengths, weaknesses, opportunities, threats). What is important about this 

model is that it highlights some of the most principal factors which may 

influence the organization’s future in a GSD system. The findings of this 

study reported 24 factors among which 13 identified as positive factors and 11 

negative factors regarding their impact to scaling program. These factors are 

further categorized into the so-called SWOT matrix and based on this matrix 

successful strategies are identified for the organization. This model helps to 

examine the competitive position of the corporation by assessing the identified 

swots. This model will assist the GSD organizations to assess and measure 

their preparation preceding to the implementation of agile development. 

 

2.4. What methods are mostly studied in distributed Agile? 

From the resulted database, we identified a major contribution and 

discussion in regard of Scrum methodology. This method was studied in seven 

papers from a total of nine papers which had a focus on specific 

methodologies during the period of 2017-2019 and two papers from three 

during the period of 2020-2021. One paper was identified in regard of Lean 

Software Development and another paper was related to Pair Programming.  

This major interest in Scrum relates to the fact that it is the most applied 

method in industry (Boyer and Mili, 2011). Initially considered for non-

distributed projects, now Scrum needs to be adapted and customized based on 

global needs. Most proposals target changing components of the Scrum core 

procedures (Lous et al., 2017). 
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Razzak (2017) reported about the Lean Software development. They 

inform about how leanness encourages adaptability in distributed 

programming to accelerate improvement process. 

Beecham et al., (2021) in their a GSD case study examined two scaling 

agile frameworks; the Disciplined Agile Delivery (DAD) and the Scaled Agile 

Framework (SAFe). Both these frameworks put a great emphasis on risk 

mitigation, so it seemed suitable to the authors to develop a GSD Risk Catalog 

of 63 risks and then to evaluate their efficacy at tackling global software 

development project risks by studying how well they covered the software 

project risks identified the GSD Risk Catalog. It is concluded in the end that 

the two mentioned scaling agile frameworks address the 63 software 

development risks in the GSD Risk Catalog, so they can potentially eliminate 

or mitigate software project risks in global software development. Scrum of 

scrums is another scaled agile framework suggested to be taken into 

consideration for further studies in GSD. 

 

3. CONCLUSIONS 

 

We presented a literature review on Agile in Global Software Development 

with the focus on the real case studies provided by the industry. The study is 

based on a dataset extracted from the publications of the recent years 2017-

2021. We found 46 publications in regard, which is a considerable amount 

based on the brief period. In these publications we identified reported 

problems and challenges, but also best practices that resulted in successful 

stories.  

It cannot be generalized in all scenarios if Agile should be the best solution 

for all cases of distributed software development. Many aspects should be 

taken in consideration. Results show that distribution its-self poses difficulties, 

like the lack of face-to-face communication, language misunderstanding, but if 

the basic guidelines of Agile about the frequent meetings using 

communication tools and brainstorming are correctly followed, these 

difficulties can be overcome.   

Also, other aspects need to be delved into. Hypotheses are raised on the 

impact of ethic, socio- cultural aspect, but these need further investigation. In 

addition, the impact that GSD has on specific roles of Agile are another open 

point that need further investigation. The present review, only the definition of 

Technical Lead could be identified.  

Furthermore, we identified that scrum is mostly considered by the research, 

with new proposals of further investigation on lean methodology and scaled 

agile SAFe and DAD.  

Our approach leaves room for extension, as the focus of this review was to 

identify the state of the art in the industry of the global software development 

https://arxiv.org/search/cs?searchtype=author&query=Beecham%2C+S
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using agile methodologies, and identify aspects need to be considered in future 

studies.  
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ABSTRACT 
 

Biometric identification systems usually use fingerprint images. The higher quality of 

fingerprint image, the more accurate identification of persons is. Finger prints provide 

complementary and redundant information Usually, two or more fingerprint images 

are captured from the person in different positions, and the fusion process of images 

usually increase the information quantity of the fused image compared to the original 

ones. Different fusion approaches exist. The present paper aims to increase the 

number of fingerprint minutiae by implementing biorthogonal wavelet fusion of 

fingerprint images based on the regional variance. The obtained results are analyzed in 

terms of minutiae extracted from the original and the fused fingerprint images. 

Simulations show that the number of minutiae detected in the fused fingerprint image 

is increased. 

Keywords: biometric, fingerprint, regional fusion, biorthogonal wavelet transform, 

minutiae 

 

1. INTRODUCTION 

 

Fingerprint recognition is used to identify or confirm the identity of an 

individual based on the comparison of two fingerprints. Its quality has a 

high importance in accurate extraction of minutiae requires images of high 

quality. Different fingerprint images obtained in various positions may have 

complementary information. These images taken from the same source are 

first aligned accorded to a base one (Xi and Geng, 2018), and then fusion 

techniques (Kaur et al., 2021) are applied to increase information in it. 

Wavelet technology is widely used for image fusion (Patil, 2016; Kaur et al., 
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2021) by employing the pixel-level method which separates connection 

between pixels and region-based method where different image regions are 

extracted and fused based on regional characteristics (Bikash et al., 2019). 

Current studies in this field show that image fusion based on regional 

characteristics performs more fusion effects than pixel–level fusion without 

regional division (Rane et al., 2017).  

The minutiae are the points the fingerprint recognition system uses for 

comparison or identification as they are found on the surface tips of a human 

finger. The number of images is important for an accurate identification 

process. The present paper aims to fuse these fingerprint images left 

occasionally by an individual to increase the number of the minutiae. Usually, 

the image fusion is performed in the wavelet domain. Different approaches for 

image fusion exist as well as different wavelets used in these approaches. The 

approach of the chosen wavelet fusion is based on regional variance. In the 

present paper biorthogonal wavelets are used for image purposes. Every fused 

image undergoes to minutiae extraction. For every wavelet used in the fusion 

process, terminations and bifurcations are counted on fused fingerprint image 

and a comparison is done. The target is to increase number of minutiae. 

Section two gives literature review, section three describes image fusion, 

section four briefly describes wavelets transform, section five informs about 

the proposed algorithm, experimental results are obtained and analyzed in 

section six. Finally, conclusions are done and future work is reported. 

 

2. LITERATURE REVIEW 

 

Biometric identification of individuals is widely used nowadays, and 

fingerprint-based identification is the most commonly used. Fingerprint 

recognition has been a proven method for personal identification, and the 

higher the image quality is, the better individual identification is. However, 

Hara (2009) says that there is still a lot of work to be done for a better quality 

of the fingerprint image. Fusion approach is widely used in image processing 

in different areas as computer vision, images taken from satellite, robot vision, 

in medical images, in vehicle guidance etc. (Kaur et al., 2021) analyze 

different methods of implementing fusion techniques in spatial and 

transformed domains by presenting their positive and negative sides. Although 

there is a lot of work in the field of fusion techniques for image processing, 

there is relatively little work on fusion in fingerprint images. 

Maltoni (2009) treat the increase in fingerprint image quality when 

biometric information is obtained from various sources. 

Singh et al., (2019) reviewed biometric fusion focusing on three questions: 

what to fuse, when to fuse, and how to fuse. 
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Leghari et al., (2021) a CNN based model for fusion of feature level of 

fingerprint image is proposed and implemented by implementing two 

schemes. The first scheme combines the features of fingerprint images and 

online signatures before the fully connected layers while the second scheme 

combines the features after the fully connected layers, comparing the obtained 

accuracy of each schema. 

Gafurov et al., (2011) analyzed fingerprint fusion based on these three 

scenarios: a) two fingers captured by the same scanner; b) the same finger 

captured by two different scanners; and c) two fingers both captured by two 

different scanners. The authors concluded that fusion of different fingers both 

collected by different scanners are the best. 

Alajlan et al., (2013) proposed a fuzzy adaptive genetic algorithm for the 

improvement of authentication performance of this multimodal biometrics 

computing the optimal weights required for fusion of matching scores from 

two modalities. 

 

3. IMAGE FUSION 

 

Images of the same scene obtained from single or heterogeneous sensors 

are processed using image fusion theory to increase information based on 

maximum combination of the obtained information yielding a complete and 

accurate description of the minutiae existing in the fingerprint images. The 

fused algorithm processes relevant information from two or more images 

usually taken in different positions into a single one, which contains most of 

the information from the source images (Gong et al., 2020). Figure 1 depicts a 

general schema of image fusion. 

 

  
Fig. 11: Image fusion schema.  

 

Information provided by multiple images modes is necessary to fuse the 

effective information in order to match the geometric positions of images 

analyzed in spatial domain (Gong et al., 2020; Enesi et al., 2021).  
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4. WAVELET DECOMPOSITION 

Wavelets are oscillations which start at 0 up to some amplitude valueS, 

decreasing back to 0 as illustrated in Figure 2. Each scale component has a 

frequency range and carries a resolution matching its scale. Wavelets are 

convolved with the signal for analyzing it in time and frequency domain. A 

mother wavelet, shifted with the signal ranging from 0 to T, is multiplied with 

some portion of the signal. The result is integrated to obtain the wavelet 

coefficients (Bhataria and Shah 2018) as shown in Figure 3. 

 

 
 

Fig. 12: Mother wavelet. 

 

Wavelet transformation is a highly used for image processing purposes.  

 

 
 

Fig. 13: Obtaining wavelet coefficients. 
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A mother wavelet has average 0. Usually, it is scaled by a factor ‘a’ and 

translated by a factor ‘b’, the general formula is presented in equation 1. 

 

     (1) 

 

The wavelet transform of the signal y(t), denoted by Wx(a, T) is presented 

in equation 2. 

 

    (2) 

 

To design orthogonal wavelet basis, the conjugate mirror filter H(ω) is 

used and the relation is shown in equation 3. 

 

    (3) 

 

where        

    

A conjugate mirror filter is used to construct orthogonal wavelet basis 

(Shaker, 2020). Scaling filter is used to determine the scaling function.  

 

Regional image fusion based on wavelet transform 

Regional feature refers to local or geometric features in an image 

(Gostashby and Nikolov, 2007). Correlation between neighborhoods pixels is 

considered for the regional fusion approach to evident the characteristics of 

the region and reducing the noise (Pajares and Cruz, 2004). The fusion process 

takes the appropriate approach for the two or more images to match as much it 

as can with each other to obtain local representation according to the 

characteristics of the image. Joint area representation is performed based on 

the two images’ regional representations. Respective regions of the source 

images, image union region and rules fusion determine the key aspects of 

fusion schema. Figure 4 depicts fusion of target and background region based 

on image segmentation. 
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Fig. 14: Image fusion based on regional segmentation. 

 

The block diagram of image fusion based on wavelet transform is in Figure 

5 depicted.  

 

 
 

Fig. 15: Block diagram of image fusion based on DWT. 

 

The wavelet transform of each image is performed to obtain low/high 

frequency components of the image. Decompositions layers are fused 

according to respective fusion algorithms and the fused wavelet pyramid is 

obtained. The reconstruction from the wavelet pyramid coefficients is the 

fused image (Gong et al., 2020, Goshtasby and Nikolov, 2007). 

The fusion process consists of: i) wavelet transform of the image in 

low/high frequency sub bands, ii) low frequency coefficients are obtained by 

applying the averaging method, iii) the variance of high frequency 

components is found applying a 3 x 3 sliding window and highest values are 

chosen as high frequency coefficients for image reconstruction, iv) IDWT is 

applied for fused image reconstruction (Gong et al., 2020)(Naji, 2020).  

 

5. PROPOSED IMAGE FUSION ALGORITHM 

Fingerprint images which are to be synthesized are transformed in spatial 

domain first to match the geometric position as much as can (Agarwal and 

Bedi 2015). 
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STEP 1: Orientation and scaling of the second image according to the first one 

Detect Features in both images 

Extract Features descriptors from every image 

Match Features descriptors 

Select corresponding points in every image 

Putative point matches are located  

Transform second one according the first one 

 

Algorithm 1 Detailed pseudo-code for aligning the images 

 

Due to limited accuracy of the spatial transformation process, artifacts are 

found around the edges of the transformed image. 

DWT is applied on both images to obtain low and high frequency 

coefficients (Amolins et al., 2007).  

 

STEP 2: Image fusion based on biorthogonal DWT 

Input: Both fingerprint images are obtained 

Decompose first image using DWT (level 1, different wavelets); vector C0 and matrix 

S0 are obtained 

The other image is decomposed using multi-scale dyadic DWT (level 3, mother 

wavelet is biorthogonal 6.8); vector C1 and matrix S1 are obtained 

Wavelet coefficients (c1 or c2) are obtained in the format: 

C(1) =     A(1) H(1) V(1) D(1) 

C(2) =     A(2) H(2) V(2) D(2) 

A 3 x 3 sliding window filter is applied and new coefficients are obtained 

Averaging of A(1) and A(2) values of each image yields in Low pass coefficients  

Maximum value of respective H, V and D of each image yields in High pass 

coefficients IDWT is applied on the obtained coefficients 

 

Algorithm 2 Detailed pseudo-code for image fusion 
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Fig. 16: Averaging and Maximum selections respectively on Low and High pass 

coefficients are used to obtain new coefficients. 

 

Each decomposition layer is fused according to appropriate fusion 

algorithms, based on regional variance features of low/high frequency 

components. Fusion schema is in Figure 6 depicted. Different wavelets are 

implemented and the pyramid of fused wavelet is obtained for each one. 

IDWT is applied, and fused image are obtained. To calculate the number of 

terminations and bifurcations, an extraction minutiae algorithm is performed 

(Jiang et al., 2015). 

 

6. EXPERIMENTAL RESULTS 

CASIA Fingerprint Image Database version 5.0 is a public database used 

for fingerprint images. Images are captured using URU4000 fingerprint 

sensor. Volunteers are asked to rotate the fingers with various levels of 

pressure. All fingerprint images are 8-bit gray level bmp files with resolution 

328x356. 

The three digits at the name of the image file compound the unique 

identifier of the person, L and R denotes the left and right hand, 0 stands for 

the thumb, 1 for the second finger, 2 for the third finger and 3 stands for the 

fourth finger. Fingerprint images are with damages and noises. The images 

considered in this paper are: 200_L0_1 and 200_L0_3, 220_L2_0 and 

220_L2_1, 235_R2_1 and 235_R2_4, 257_R3_1 and 257_R3_4. 

The second image is spatially transformed according to the first one based 

on the putative points (Figure 7). 
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Fig. 17: Spatial transformation of 200_L0_3.bmp according to the 200_L0_1.bmp and 

putatively matched points 

 

Wavelet transformation is used for fusion based on regional variance. The 

fused one for images 200_L0_1 and 200_L0_3 is in Figure 8 depicted. 

 

 
 

Fig. 18: Fused image for 200_L0_1.bmp and the spatially transformed 200_L1_3.bmp. 

 

Regarding the (Jiang et al., 2015, Shaker, 2020) minutiae extraction is 

applied in fused fingerprint image, the number of terminations and 

bifurcations is counted. Figure 9 depicts minutiae extracted for fingerprint 

200_L0_1.bmp and its fused version with wavelet bior2.4. To remove false 

minutiae, the considered Euclidian distance value is not less than 6. 

 

 
 

Fig. 19: Minutiae extracted for image 200_L0_0.bmp. 
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There are many for minutiae extraction, but Papillon 9.02 is the official 

version used by the Albanian police department for biometric person 

identification. Although it is fast, the manual technique for minutiae extraction 

used by a fingerprint expert is the most accurate one. Minutiae extraction is 

obtained automatically by Papillon 9.02 and manually by police expert, and 

the comparison between the two methods is in Figure 10 depicted.  

 

 
Fig. 20: Minutiae correspondences between the two methods. 

 

 
Fig. 21: Minutiae detected in original image by two technics. 
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Fig. 22: Minutiae detected in the fused image with bior6.8. 

 

Different wavelet can be used for image fusion. Biorthogonal wavelet 

transform has advantage comparing with other wavelet transformation 

regarding the reconstruction. In this paper is considered bior6.8 wavelet for 

image fusion. The automatic and manual minutiae extraction is performed in 

the original and the fused image, results are illustrated in figures 11 and 12. 

 

Tab. 1 Number of terminations and bifurcations detected 

 
 Automatic detection Papillon 9.2 Manual detection 

Image Minutiae Terminations Bifurcations Minutiae Terminations Bifurcations 

First Image 9 6 3 15 15 0 

Second Image 7 6 1 12 10 2 

The fused one 19 10 9 19 15 4 

 

Table 1 reports that the number of minutiae in the fused image is increased 

when compared to both original images.  

The proposed algorithm will be tested on images taken randomly from the 

dataset CASIA-Fingerprint Image Database V5 (200 – 299): 220_L2_0 and 

220_L2_1, 235_R2_1 and 235_R2_4, 257_R3_1 and 257_R3_4. Fingerprint 

images are randomly selected from left and right hands, in different positions 

relative to each other and with damages. 
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Fig. 13: Fingerprint images 220_L2_0 and 220_L2_1 and the oriented one 

 

 
 

Fig. 14: Fingerprint images 235_R2_1 and 235_R2_4 and the oriented one 

 

 
 

Fig. 15: Fingerprint images 257_R3_1 and 235_R3_4 and the oriented one 

 

 
 

Fig. 16: Fingerprint images 220_L2_0 and 220_L2_1 and the fused one 
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Fig. 17: Fingerprint images 235_R2_1 and 235_R2_4 and the fused one 

 

 
 

Fig. 18: Fingerprint images 257_R3_1 and 257_R3_4 and the fused one 

 

In the following, minutiae must be extracted from fingerprint images, 

specifically from both fingerprints and the fused one. Then a comparison is 

performed. Papillon 9.02 software will be used to extract the minutiae. 

 

Table 1. Number of terminations and bifurcations detected 

 
 Automatic detection Papillon 9.2 Manual detection 

Image Minutiae Terminations Bifurcations Minutiae Terminations Bifurcations 

220_L2_0.bmp 26 11 15 34 16 18 

220_L2_1.bmp 29 10 19 35 13 22 

220_L2_01_fused_bior6.8 37 12 25 50 23 27 

235_R2_1.bmp 41 17 24 44 20 24 

235_R2_4.bmp 6 5 1 10 7 3 

235_R2_14_fused_bior6.8 44 19 25 56 26 30 

257_R3_1 13 11 2 17 11 6 

257_R3_4 16 0 16 19 5 14 

257_R3_14_fused_bior6.8 28 12 16 29 15 14 

 

7. CONCLUSIONS 

 

The paper proposes and implements an image fusion transform based on 

regional variance to improve the accuracy of fingerprint recognition. 

Fingerprint images are spatially aligned according to each other and fused by 
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implementing average and maximum respectively for low and high frequency 

coefficients using different bior6.8 wavelet. Experimental results implemented 

on various fingerprint images from CASIA v5 database show that the number 

of minutiae detected is increased. 

 

8. FUTURE WORKS 

 

To give an accurate result of the proposed method more tests will be 

implemented on public FVC2004 and FVC2006 database of fingerprints, as 

well as more wavelets will clarify this result. 
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ABSTRACT 
 

There is an increasing interest in literature on continuous practices (i.e., continuous 

integration, delivery, and deployment). For this reason, it is important to 

systematically review the approaches, tools and challenges related to these practices. 

In order to offer a “big view” of the continuous software engineering, this systematic 

literature review lists the strategies proposed to address and solve these challenges. 

We analyzed 46 relevant papers, filtered from four digital libraries. The 

implementation of Continuous Software Engineering practices is associated with 

challenges regarding the software builds, unit tests, integration tests and non-

functional ones. Several strategies have been proposed by academics to address these 

challenges. In addition, tools have been developed to automate each stage of CI/CD 

pipeline. The progress in the optimization of continuous software engineering 

practices is inspired by the industrial needs. This Systematic Literature Review (SLR) 

emphasizes that as in many other engineering problems, there is no optimal 

continuous software engineering architecture to fulfil all the clients’ needs. Selection 

of the right automation tool for continuous software development project depends on 

the sort of project. 

Keywords: continuous software engineering, continuous integration/continuous 

deployment, continuous software testing 

 

1. INTRODUCTION 

 

The Agile methodology defines the processes used to change software 

features and accelerate delivery. “DevOps culture” specifies roles and 

responsibilities of each human actor in a software development project; 

software developer or IT specialist, to increase their responsiveness. 

Continuous software engineering focuses on tools used for automation of 

software defined life-cycles (Doukoure and Mnkandla 2018). Thanks to these 
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practices, the gap between software development teams and operational ones 

has been steadily narrowed during the past years (Felidré et al., 2019). The 

three development activities are continuous integration (CI), continuous 

delivery (CDE) and continuous deployment (CD). CDE means that the 

software can be deployed to production at any time, whereas CD means that 

the software is automatically deployed to production all the time. The 

relationship between these concepts is in Figure 1 depicted (Shahin et al., 

2017).  

CI/CD has the following benefits: i) software of higher quality, ii) faster 

delivery of features to the customer, iii) easy to be used, simple and flexible to 

the needs of customers due to the ability to change things more quickly. Javed 

et al., (2020) recommended to follow various principles and best practices to 

achieve these benefits:  

 

 
 

Fig. 23: Relationship between CI, CDE and CD (Shahin et al., 2017). 

 

More and more strategies (mainly by academic researchers) and tools 

(mainly by industrial researchers) are being developed in support of each stage 

of CI/CD pipeline. There are difficulties to transition to CI/CD. Even when the 

team has successfully introduced the CI/CD culture, living up to its principles 

and improving the CI/CD practice is also challenging (Ciancarini and 

Missiroli 2020) 

This SLR aims to provide a comprehensive analysis of CSE by balancing 

the benefits of its applications with their related limitations. Information about 

the latest research with regard could be found in (Shahin et al., 2017).  

 

Research Questions (RQ): The study addresses three research questions: 

RQ1: What are the limitations in the implementation of CI/CD stages? 

RQ2: What strategies have been proposed to address CI/CD challenges? 

RQ3: Which are the state-of-the-art tools for designing and implementing 

the deployment pipeline? 

In summary, this paper makes the following contributions: 
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1. An analysis of the problems that arise during the implementation of 

CI/CD pipeline grouped by CI/CD stage 

2. A list of solutions proposed in the last five years for the problems 

addressed in RQ1.  

3. A comparison of the CI/CD state-of-the-art tools 

Section 2 presents the used Review Protocol. Sections 3 - 5 addressed the 

three research questions. Conclusions are drawn in the end.  

 

2 REVIEW PROTOCOL 

 

2.1 Study Selection Process: 

Metadata filtering: Research papers found in digital libraries were filtered 

based on metadata indicators: title of the paper (“Is this related to CSE?”), 

author names, date published with respect to inclusion and exclusion criteria 

as above defined.  

Abstract filtering: Once the abstract was read, papers on DevOps culture 

or theoretical part of Agile methodologies were excluded from further reading.  

Content-based filtering: Only papers answering to the research questions 

were taken into consideration for this SLR.   

In the present investigation, 46 relevant papers were systematically 

identified and rigorously reviewed. In addition, synthetization of the data 

extracted from these papers to answer the research questions was made. 

 

Table 8 The evaluation of research papers during study selection process. 

 

 

 

3. RQ1: WHAT ARE THE LIMITATIONS IN THE 

IMPLEMENTATION OF CI/CD STAGES?  

 

The challenges are divided into groups in according to the correspondent 

CI/CD stage.  

 

Search 

Engine 

First-time 

collected 

(metadata 

filtering) 

Included after filter application 

related to: 

Total  

 

Abstract Content Repetition 

of ideas 

IEEE Xplore 49 43 40 29 29 

ACM  23 21 16 9 9 

Science 

Direct 

8 6 5 5 5 

Scopus  5 4 3 3 3 

Total  85 74 64 46 46 
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3.1 Problems related to Continuous Integration 

Lack of frequent commits: (Pinto et al. 2018) emphasized that the most 

common CI problem reported by their survey group was infrequent commits 

due to time pressure. Felidré et al., (2019) said that “2.36 commits/ weekday” 

is the lowest threshold value for a software development project to succeed, 

independently of the project size as based on (Cavalcanti et al., 2018).  

Time-consuming builds: For a large-scale software project, the build can 

take hours as it includes compilation, unit and acceptance testing (Jin and 

Servant 2020). Continuous submission of code modification by developers 

and build latency time creates stalls at CI server build pipeline, and hence 

developers have to wait long time for the build outcome (Fan, 2019). These 

builds compete for system resources with other jobs waiting in the processing 

queue (Bezemer 2017). 

Broken builds: Builds can be unsuccessful for a variety of reasons 

(Rebouc et al., 2017) points out the gap in the real-time addressing of 

problematical builds between commercial projects and open-source ones. 

Commercial projects tend to enter in a “fast-recovery” mode while open-

source ones seem to offer a slower but more consolidated solution for the 

build failure (Avelino et al., 2016).  

 

3.2 Problems related to “Continuous Testing” (CT) 

 

3.2.1 Unit tests 

Writing automated tests is time-consuming: DiffBlue survey 

(Zalozhnev, 2017) found that software engineers, among the most expensive 

talent in any company, spend 20% of their time writing unit tests and an 

additional 15% of their time writing all other types of tests.  

Manual testing: DiffBlue survey (Camargo et al., 2016) found manual 

testing as a key bottleneck in a CI/CD pipeline. The reason is that resources 

are not invested in automated testing. When asked which stage of the DevOps 

pipeline respondents feel their organization places as its top priority, 51% 

chose developing, with deploying in second place (24%). Testing fell in last 

place (11%). 

Non-deterministic automated tests and code: A considerable amount of 

disturbance to CI/CD pipeline is caused by non-deterministic (flaky) 

automated tests. These tests capriciously generate variable results even 

without changing the isolated tested code (Gallaba 2019). Maintaining flaky 

tests is costly, especially in large-scale software projects (Diffblue 2021b).  

Poor test quality: Unreliable tests, high number of test cases, low test 

coverage and long running tests can impede the deployment pipeline and 

reduce the confidence of organizations to automatically deploy software on a 
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continuous basis (Shahin et al., 2017). Test-coverage is mainly limited by the 

use of an old-fashion testing metric: line coverage (Kim et al., 2017).  

 

3.2.2 Integration Tests 

System heterogeneity: The complexity of CT stands in its heterogeneity: 

distributed testing requires the participation of a lot of hardware resources 

shared between multiple platforms. Test results can be prone to errors while 

traversing the communication links especially in the master-slave architecture 

(Aghamohammadi et al., 2021).  

Version Control (VI): A critical point for CI is the Version Control of the 

shared repository. Updates to the Version Control may trigger instability of 

the system: widespread file-locking and corrupted copies of the program files 

have been reported by CI processes in diverse software development projects 

(Xu et al., 2019).  

 

3.2.3 Non-functional Testing 

Difficulty to automate performance tests: Developing performance 

testing automation scripts is not a trivial task. Automating this process 

requires strong tool support. A lack of existing tools means that performance 

testing is normally left out of the scope of CI (Diffblue 2021a).  

Skip security tests: Security tests in the CI stages are extremely important 

as they guarantee that none of weak dependencies between entities will 

process in the rest of the deployment pipeline.   

 

3.3 Problems related to “Continuous Deployment” 

Fulfill quality assurance step: Quality assurance (QA) is the final step 

before pushing the software to production. The fulfillment of both 

development and QA constraints is a difficult task (Parnin et al., 2017). The 

implementation of a unified framework for both teams is associated with 

additional costs of training project’s members for its usage.  

Duplicate production environment: Creating a duplicate production 

environment (shadow infrastructure) in order to enable software 

experimentation and accelerate software production is costly (Macho 2017).  

Different Customer Environment: Shahin et al., (2017) said that 

continuously releasing software product to multiple customers with diverse 

environments is quite difficult as different deployment configurations for each 

customer’s environment and component’s version are needed to be 

established. 

Maintenance window: Service deployment, including upgrading to new 

versions, rolling back to older ones, or introducing fix patches in case of a 

failed deployment, can be done during a maintenance window while reusing 



 
126 AJNTS No 57 / 2023 (XXVIII) 

the infrastructure resources due to the high cost of hardware and its 

maintenance (Pinto et al., 2018) 

Smells in CD configuration files: Typical configuration files for 

specialized build tools which depend on the programming languages are 

usually too complex. This is the reason why there may be many smells in CD 

pipelines like ‘Fake Success’, ‘Retry Failure’, ‘Manual Execution’ and ‘Fuzzy 

Version’ (Javed et al., 2020).  

 

4. RQ2: WHAT STRATEGIES HAVE BEEN PROPOSED TO 

ADDRESS CI/CD CHALLENGES?  

 

Several strategies have been proposed for solving the CI/CD challenges. In 

order to answer to the RQ2, after analyzing the proposed solutions, we have 

made a mapping between the proposed solution and the challenge it addresses 

(Table 2). 

 

Table 2. Mapping between challenges found in CI/CD pipeline and their 

proposed solutions. Problem Category (PC): ① (broken builds); ② (long 

running builds); ③ (Writing automated Unit tests is time-consuming); ④ 

(Long running unit tests); ⑤ (non-deterministic automated tests); ⑥ 

(Version Control); ⑦ (Difficulty to automate performance tests); ⑧ 

(Duplicate production environment); ⑨ (Maintenance window); ⑩ (Smells 

in CD configuration files); 

 
Solution PC Description of the solution Ref 

“Filter and 

flush” 

architecture 

① Records metadata of the previous “failed 

builds” to reject builds that have crashed in 

the past.  

(Hassan and 

Wang,2017) 

“Taxonomy of 

broken 

builds” 

Broken builds are classified based on their 

cause and their impact on the project. Most 

influential builds are tried to repair with 

highest priority. 

(Konersman

n et al., 

2020) 

“Exploration 

of 

dependencies 

between 

builds” 

② Proposal to use third-party tools to design 

annotated graphs that study dependencies 

between builds.  

(Fan 2017) 

“Benefit from 

local 

spatiality” 

Builds with similar features are grouped 

together and a “build agent” examines and 

extracts their similarities. Builds from 

different clusters run concurrently.  

(Melo and 

Rocio, 2017) 



AJNTS No 57 / 2023 (XXVIII) 
127 

Build 

prediction 

models 

Model that uses previous data to predict 

whether a build will be successful or not 

without attempting actual build so that 

developer can get early build outcome 

result. 

(Yang et al., 

2018) 

(Fan 2017) 

Tool: 

SmartBuildSk

ip 

Use ML to predict the first builds in a 

sequence of build failures 

(Jin and 

Servant, 

2020) 

Skip commits Automate the process of determining 

which commits can be CI skipped through 

the use of ML techniques 

(Singh et al., 

2019) 

Tool: Evosuite ③ Search Based Software Testing tool used 

to automatically generate unit tests for 

Java applications 

(Francalino 

et al., 2018) 

Tool: DiffBlue 

Cover 

Tool that uses AI to automatically write 

suites of unit tests for Java code 

(Abdalkaree

m et al., 

2021) 

(Diffblue 

2021c) 

Testing as a 

Service” 

④ Automated Unit tests are executed 

parallelly in a distributed cloud 

infrastructure.  

(King et al., 

2018) 

Choose a 

subset of test 

to execute 

Use ML to predict which group of tests 

should be executed after each change 

submitted to the CI system. 

(Islam and 

Zibran, 

2017) 

Postpone re-

execution of 

flaky test  

 

⑤ 

Non-deterministic tests are marked with a 

flag and re-executed after all other tests to 

identify the cause of ambiguity and 

dependencies that caused the failure 

(Deepa et 

al., 2020) 

(Javed et al., 

2020) 

Probabilistic 

approach to 

detect faulty 

tests 

Fault localization can be achieved by 

creating a Bayesian network model that 

takes into consideration a broad range of 

tests metric: assertion count, test size, 

cyclomatic complexity etc. 

(Diffblue 

2021c) 

Maintenance 

of VI System 

⑥ VI updates should be scheduled at “off-

hours”. A trade-off should be found 

between the need for on-time VI updates 

and the need for the release of stable 

software products.   

(Williams, 

2021) 

(Javed et al., 

2020) 

PerfCI Tool ⑦ PerfCI - helps developers to easily set up 

and carry out automated performance 

testing under CI 

(Diffblue, 

2021c) 

Be fast to 

deploy but 

slower to 

release 

⑧ Combination of ‘dark launches’ and 

‘feature flags’ 

 

(Macho, 

2017) 
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Blue-Green 

Deployment 

Technique 

⑨ Usage of Blue-Green Deployment 

Technique which targets to enable service 

updates with zero maintenance windows, 

and thus with no disruption to the end 

users 

(Pinto et al., 

2018) 

Tool: CD-

Linter 

⑩ A semantic linter that can automatically 

identify four different smells in pipeline 

configuration files on GitLab. 

(Javed et al., 

2020) 

Tool: Xeditor Tool that extracts configuration couplings 

from Deployment Descriptors, and adopts 

the coupling rules to validate new / 

updated files 

(Wen et al., 

2020) 

 

5. Q3: WHICH ARE THE STATE-OF-THE-ART TOOLS FOR 

DESIGNING AND IMPLEMENTING THE CI/CD PIPELINE?   

 

Choosing the right CI/CD tool is an essential part that can define the 

success rate of a software development project. In this SLR, we focused on the 

tools that automate the whole pipeline since they don’t require extra 

synchronization with other tools.  

The comparison is made based on two principles: 

1. Research papers which describe the features of the CI/CD tools have 

made a transparent evaluation of the tool’s metric.  

2. Since there are different methods to evaluate the tools, we developed a 

numerical scale to compare the set of tools.  

Figure 2 shows the proposed numerical scale for the evaluation 

procedure. 

 

 
 

Fig. 2. Scoring points evaluation procedure 

 

Features considered: 

 Ease of install, ease of upgrade and backup  

 If the CI/CD tool is an open-source tool or not  

 If the hosting model includes both “On-premise” and “Cloud” 

 If the CI/CD tool provides “test parallelization” in distributed 

environments 

 Graphical pipeline view  
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 Re-usable pipelines 

Once the features information was collected from a set of research papers 

on behalf of 7 CI/CD tools, the tools were compared by using the proposed 

numerical scale (Table 3). 

This score-based evaluation shows that TravisCI tool is the most maturated 

tool for the implementation of CI/CD pipeline followed by TeamCity and 

GitLab. 

 

Table 3. Comparison of CI/CD tool. 

 
 Jenkins TeamCity Bamboo CircleCI GitLab TravisCI GoCD 

Ease of install 2 2 2 1 2 2 1 

Ease of upgrade 1 2 1 1 1 2 1 

Ease of backup 1 2 2 2 2 2 2 

License of tool 2 1 1 2 2 2 2 

Hosting model 2 1 1 2 2 1 2 

Test case 

parallelization 

2 2 2 2 2 2 1 

Reusable 

Pipelines for 

Microservices 

2 2 1 2 1 2 2 

Graphical 

Pipeline View 

1 2 2 1 2 2 2 

Total Points 13 14 12 13 14 15 13 

 

The features were extracted from (Souza and Silvia, 2017; Hohl et al., 

2018; Diffblue, 2021c). 

 

6. CONCLUSIONS AND FUTURE WORK 

 

CSE practices are being highly adopted by companies, which are 

transitioning their strategy from developing stand-alone programs to offering 

software as a service.  

This SLR offers a bilateral analysis of both the problems that arise during 

the implementation of CI/CD pipeline and their counterpart solutions. Each 

phase of Continuous Development pipeline deals with implementation 

challenges (Section 3). There exist many proposed solutions to local and 

isolated problems, but it is hard to implement them in a vector of mixed 

CI/CD problems. This SLR emphasizes that, as in many other engineering 

problems, there is no optimal CSE architecture to fulfill all client’s needs. 

Selection of the right automation tool is based in the nature of project. 

In the present paper the tools that automate the whole CI/CD pipeline are 

compared, and our score-based evaluation shows that TravisCI is the most 

maturated tool. 
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Based on the number of papers on continuous practices that we found, we 

can conclude that in the last five years there has been a high interest in this 

field from academic and industrial researchers. 

Several papers (i.e., 10 papers) proposed solutions based on AI techniques 

as an alternative to deterministic approaches to solve difficult problems related 

to CI/CD. It seems that the research is focused more on this direction.  

Research papers reviewed in this systematic literature review were 

extensively focused on improving the CSE pipeline. However, we found that 

there is little work done for the investigation of how do bad DevOps practices 

actually interfere with Continuous Software Engineering ones. 
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ABSTRACT 
 

Sentiment analysis aims to automatically classify people’s opinions, attitudes and 

emotions expressed towards a particular entity, topic, or event. Here, deep learning 

has been widely used, and proved useful to sentiment analysis problems. Efforts are 

mostly devoted to the rich-resource languages; there is only little research on 

sentiment analysis for the low-resource languages. Therefore, the present paper aims 

to provide an overview of prominent deep learning models successfully applied on 

sentiment analysis for low-resource languages such as Albanian language. It begins 

with a short introduction, motivation and some basic concepts on sentiment analysis, 

and most prominent deep learning models applied for sentiment analysis. Papers 

providing information about deep learning approaches and some of the current trends 

in the field are subsequently here highlighted. In the end, discussions are here made, 

and limitations of deep learning approach in sentiment analysis in Albanian language 

reported.  

Keywords: Albanian language, sentiment analysis, machine learning, deep learning 

 

1. INTRODUCTION 

 

Sentiment analysis or opinion mining aims to automatically classify 

people’s opinions towards a particular topic or event (Liu 2012; Singh et al., 

2020). Over the past 20 years, many researchers from different areas or 

disciplines are paying more and more attention to sentiment analysis, which is 

made possible thanks to the availability of the huge amounts of data on social 

media platforms such as Facebook, Twitter, WhatsApp, LinkedIn, Instagram, 

to name a few.  

Sentiment analysis applications, among others, include domains such as 

business, politics, healthcare, communications, education, financial markets, 

etc.  
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During the last two decades, sentiment analysis has been widely studied in 

NLP, data mining, web mining, text mining, and information retrieval. It also 

has been studied in other areas from computer science to management 

sciences and social sciences. Over the last few years, many efforts have been 

made by machine learning research community to study sentiment analysis 

focusing on social networks.  

There are several learning approaches for sentiment analysis to be grouped 

into five major categories including lexicon-based, machine learning, deep 

learning, a combination of lexicon and machine learning, concept-based 

learning approaches.  

Deep learning is a kind of representation learning (hierarchical feature 

learning), which makes it easier to extract useful information (automatic 

feature engineering) when building classifiers or other predictors (Bengio 

2013). Deep learning approaches have recently become the dominant 

methodology in sentiment classification and of great interest for the 

community and industry. Sentiment classifiers relying on deep learning 

(neural based) approaches have shown state-of-the-art results on various tasks 

(Zhang et al., 2018). 

Research on sentiment analysis for rich-resource languages has already 

achieved great success especially for English due to the availability of large 

enough datasets, plenty of tools and opinion lexical resources. On the other 

hand, greater efforts ought to be made to develop and adopt existing tools and 

resources for similar performances in other low-resource languages, such as 

Albanian language. 

Despite significant result achieved in the field of sentiment analysis, some 

challenges (limitations) regarding this area such as identification of sarcasm 

and irony, noisy texts, sentiment to objective statements, etc. still remain. In 

addition, one major limitation for sentiment analysis today is most tools and 

resources are available only for rich-resource languages; in contrast, many 

low-resource languages that are spoken and written by millions of people have 

no such resources or tools available. 

The present paper reviews and assesses the performance of deep learning 

models that have achieved state-of-the-art results on sentiment analysis for 

low-resource languages. 

The reminder of the paper is organized as follows: Section 2 overviews 

briefly the background theory through a general introduction of sentiment 

analysis, learning approaches used for sentiment analysis, especially from the 

context of sentiment analysis for the low-resource languages. Section 3 

presents state-of-the-art review on sentiment analysis using machine learning 

and deep learning-based approach, focusing on low-resource languages. The 

paper concludes with some future directions presented in Section 4. 
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2. BACKGROUND 

 

This section introduces shortly the basic concepts that are more than 

necessary to facilitate understanding of the sentiment analysis, learning 

approaches used for sentiment analysis and a brief overview of deep learning 

methods that are mainly used in this area. 

 

Sentiment Analysis  

Sentiment analysis, otherwise named opinion mining, is the field of study 

that analyses people’s opinions, attitudes, and emotions expressed towards a 

particular topic or event (Liu 2012; Singh et al., 2020). The term sentiment 

analysis is mostly used in industry. Both sentiment analysis and opinion 

mining terms are used in the academic enterprises in this field. Here, the terms 

‘‘sentiment analysis’’ and ‘‘opinion mining’’ are used interchangeably (Liu 

2012). 

 

Machine learning 

Machine learning (ML) is a subfield of artificial intelligence that deals with 

building a computer system that learns from data without being explicitly 

programmed (Samuel 1959; Domingos 2012). It has made significant progress 

and received enormous attention in the research community and industry.  

Over the last two decades, ML techniques have been used successfully to a 

wide range of applications ranging from speech recognition, document 

categorization, document segmentation, part-of-speech tagging, word-sense 

disambiguation, named entity recognition, parsing, machine translation, 

sentiment analysis and opinion mining and so forth. 

In general, there are three major learning approaches in ML field: 

supervised, unsupervised and reinforcement learning. However, supervised 

learning dominates compared to other ML approaches, as almost all the 

significant results are achieved by using this approach. 

Sentiment analysis using ML techniques deals with the classification of 

unstructured data and text into positive, neutral, and negative categories 

(Ahmad et al., 2017). 

 

Deep learning 

Artificial neural networks (ANNs) or simply neural networks (NN) are 

well-known class of machine learning models that are loosely inspired by 

concepts from biological brains. On the other hand, deep learning is a subfield 

of machine learning that deals with deep learning in artificial neural networks 

(Schmidhuber 2015).  
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Despite the opportunities that offer the machine learning methods, these 

methods are struggling with their ability to deal with natural data in their raw 

form. In other words, these methods rely on manual feature engineering. 

On the other hand, deep learning is a kind of representation learning that 

makes possible automatic feature engineering when building classifiers or 

other predictors (Zhang et al., 2018). Furthermore, deep learning benefits from 

the availability of huge amount of data and fast enough computers which 

make it possible to train large neural networks, which further benefit in their 

performance (Ng 2017). 

Deep learning has made significant progress and received enormous 

attention in the research community and industry, due to their state-of-the-art 

result achieved in various applications including computer vision, speech 

recognition, natural language processing, machine translation, online 

advertising, web search, recommendation systems, etc. Further details about 

these models could be found in (LeCun et al., 2015; Schmidhuber 2015; 

Kastrati and Biba 2021). 

 

3. STATE-OF-THE-ART REVIEW 

 

More recently, researchers have made considerable progress with regard to 

sentiment classification by employing several deep learning and machine 

learning concepts. In this section, we will briefly describe several studies 

concerning sentiment analysis of web contents regarding end user opinions, 

attitudes and emotions expressed towards a particular product, topic or event 

using deep learning approach. 

 

Machine Learning for sentiment classification 

Conventional machine learning models have been widely used for 

sentiment analysis tasks. Ahmad et al., (2017) through their comprehensive 

review on ML algorithms and techniques used for sentiment analysis, they 

provided a comparative study on some of the most popular machine learning 

models used in the area including SVM, Naïve Bayes, Logistic Regression, 

Maximum Entropy, Random Forest, and Decision Trees. They concluded that 

SVM outperforms the other machine learning algorithms regarding sentiment 

analysis tasks in terms of accuracy and efficiency. 

Biba and Mane (2014) presented the first approach for sentiment analysis 

in Albanian. They developed a machine-learning model to classify text 

documents belonging to a negative or positive opinion regarding the given 

topic. To train their machine learning models they built a corpus of 400 

documents containing political news consisting of five different topics. In this 

case, each topic was represented by 80 documents classified as positive or 

negative. The authors made an empirical comparison between 6 different 
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machine learning algorithms, including Bayesian Logistic Regression, 

Logistic Regression, SVM, Voted Perceptron, Naïve Bayes, and Hyper Pipes 

for classification of text documents, achieving an accuracy between 86% and 

92% depending on the topic. The authors conclude that, in general, to achieve 

higher accuracy in sentiment analysis, a larger corpus in the Albanian 

language is needed. 

Kote et al., (2018) presented a comprehensive experimental evaluation of 

machine learning algorithms applied for opinion mining in Albanian language. 

Among the algorithms tested that performed better include Logistic and Multi-

Class Classifier, Hyper Pipes, RBF Classifier, and RBF Network with the 

classification accuracy ranging from 79% to 94%. Classification algorithms 

are trained on a corpus of 500 news articles in Albanian consisting of five 

different topics. Each topic was represented with a balanced set of articles 

classified as positive or negative. The experimental results were interpreted 

concerning several evaluation criteria for each algorithm showing interesting 

features on the performance of each algorithm.  

Later, Kote et al., (2018b) further extended their research from an in-

domain to a multi-domain corpus (for the Albanian language). They created 

11 multi-domains corpuses combining opinions from 5 different topics, which 

was later split for training and testing of 50 classification algorithms in Weka. 

The result obtained showed that from all evaluated algorithms seven of them 

performed better and three of them are based on Naïve Bayes. In addition, the 

authors concluded that the availability of a larger corpus in the Albanian 

language could further improve the performance of classification algorithms 

for opinion mining. 

Kote and Biba (2021) presented their results of experimental evaluation 

about the performance of machine learning techniques on opinion 

classification tasks in the Albanian language. Their approach to opinion 

mining addresses the problem of classifying text document opinions as 

positive or negative opinions for Albanian language. Authors here conducted 

an experimental evaluation of fourteen techniques used for opinion mining. 

They tested several machine learning algorithm's performances by the help of 

Weka. Authors reported that Naïve Bayes Multinomial outperformed other 

machine learning algorithms tested, and the best result obtained in terms of 

correctly classified instances was 84.88%. 

 

Deep Learning for sentiment classification 

This section briefly overviews some of the most prominent deep neural 

networks employed in sentiment analysis tasks including Convolutional 

Neural Network (CNN), Recurrent Neural Network (RNN) and their extended 

version such as Bidirectional Recurrent Neural Network (BiRNN), Long-

Short Term Memory (LSTM), Bidirectional Long-Short Term Memory 
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(BiLSTM) and Gated Recurrent Unit (GRU) and hybrid neural networks that 

takes the advantages of the two complementary deep neural networks.  

BiRNNs are extended variant of RNNs architecture. While unidirectional 

RNNs are influenced from the previous inputs to make predictions about the 

current state, BiRNNs pull in future data to improve its accuracy. In other 

words, the output is influenced from previous inputs (backwards) and future 

states (forwards) simultaneously. LSTM is an RNN architecture specifically 

designed to handle the problem of long-term dependencies and performs better 

at storing and accessing information than standard RNNs. On the other hand, 

GRU was proposed with idea to make each recurrent unit to adaptively 

capture dependencies of different time scales, respectively, to reduce 

computational burden caused by additional parameters used in LSTM 

(Kastrati and Biba 2021). 

In general, each of these neural networks is specialized to certain tasks, due 

to the different nature in their text modelling capabilities. For example, CNNs 

are specialized for using in computer vision, and RNNs are mainly used for 

sequential inputs such as time series or natural language. However, their 

extended versions have also achieved significant result, such as the case with 

1D-CNN that can extract local features from the text. On the other hand, 

BiLSTM has proved to perform good at capturing contextual information from 

both direction as well as the long-range dependencies. Furthermore, the hybrid 

models benefit by taking the advantages of both complementary architectures 

(Kastrati et al., 2021). 

There is a considerable number of research studies about sentiment 

analysis problems, mostly in English in the last decade, but only a few 

research studies on sentiment analysis for low-resource languages, such as 

Albanian language. Skënduli et al., (2018) presented an approach for user-

emotion detection on microblogging texts and postings in the Albanian 

language. The authors studied user-emotion at the sentence level by using 

deep learning methods. Their approach was based on the idea of classifying a 

text fragment into a set of pre-defined emotion categories (based on Ekman’s 

model), and therefore aims at detecting the emotional state of the writer 

conveyed through the text. To perform their experiments, they built a new 

dataset that contained manually annotated posts on Facebook belonging to 

some active Albanian politicians, which were classified using Ekman’s model, 

and finally divided into six smaller datasets. A set of experiments on these 

datasets to evaluate deep learning and conventional machine learning models 

subsequently followed. In addition, during their analysis, they also adopted a 

domestic stemming tool for the Albanian language to pre-process the datasets, 

which showed a slight improvement in the classification accuracy. In general, 

the obtained results showed that deep learning outperformed the other 

conventional machine learning models, i.e., Naïve  Bayes (NB), Instance-



AJNTS No 57 / 2023 (XXVIII) 
139 

based learner (IBK), and Support Vector Machines (SMO) with a given 

accuracy ranging from 70.2% to 91.2% for (correctly classified unstemmed 

instances), and 67.0% to 92.4% for (correctly classified stemmed instances). 

Later, Skenduli and Biba (2020) proposed an analysis of micro-blogging 

content to characterize the users individually when writing posts with 

emotional content. First, the present investigation aimed at collecting textual 

units that allowed them to summarize the lexicon used by the user. They 

focused on sentence-based emotion detection problems. The main aim of this 

approach was to classify the textual units into a set of pre-defined emotion 

categories based on the Ekman model. Second, the analysis was carried out 

through a keyword extraction approach, which aimed at finding representative 

generic word sets in the form of prototypes of textual unit clusters. In addition, 

several experiments were carried out from different points of view, yet always 

focusing on the user. They provided useful information about classification 

accuracy, clustering, and other valuable information concerning user emotion 

profiling. 

Kastrati et al., (2021) presented the sentiment analysis of people’s opinions 

expressed on Facebook with regards to the pandemic situation in Albanian 

language. They developed a deep learning model to classify people’s opinions 

belonging to a neutral, negative, or positive opinion regarding the given topic. 

To train the deep learning models they created a dataset containing 10.742 

manually annotated Facebook comments in the Albanian language. The 

authors reported their efforts on the design and development of a sentiment 

analyser that relies in deep learning. The researchers reported their 

experimental results obtained using deep learning models with static and 

contextualized word embeddings, that is, fastText and BERT. The authors 

concluded that combining the BiLSTM with an attention mechanism 

outperformed the other approaches in their sentiment analysis task. The best 

results achieved by their proposed model given in terms of Precision Recall, 

and F1 score were 72.31%, 72.25%, and 72.09%, respectively. 

Vasili et al., (2021) tested and reviewed several approaches in sentiment 

analysis on Twitter messages for the Albanian language. In addition, they 

compared the results among several methods and noted the challenges that 

arise when dealing with sentiment analysis for Albanian language, and finally 

made their suggestions for the future work. Authors here investigated the 

performance of sentiment classification techniques using three main 

approaches: traditional machine learning, lexicon-based and deep learning-

based approach. Their experiments revealed that LSTM based RNN with 

Glove as a feature extraction technique provides the best results with F-score 

= 87.8%, followed by Logistic Regression. 
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Table. 9 A summary of the studies on sentiment analysis for low-resource 

languages (the case of Albanian language) using machine/deep learning classifiers 

 
Ref no. Motivation and aim of 

the work 

 Methods used in 

the work 

  Dataset used  Obtained 

Accuracy 

 Limitations 

Biba and 

Mane (2014) 

To analyze polarity of 

documents containing 
political news in Albanian 

language consisting of 

five different topics 

Six different machine-

learning algorithms: 
Bayesian Logistic 

Regression, Logistic 

Regression, SVM, 
Voted Perceptron, 

Naïve Bayes, and 

Hyper Pipes. 

400 documents 

containing 
political news 

consisting of 

five different 
topics. 

Achieved 

accuracy was 
between 86% 

and 92% 

depending on the 
topic. 

Small and in-

domain 
corpus. 

Dataset is not 

publicly 
available. 

Kote et al.,  

(2018) 

To analyse the sentiments 

of the news articles in 

Albanian language 
consisting of 5 different 

topics 

Machine learning: 

Logistic and Multi-

Class Classifier, Hyper 
Pipes, RBF Classifier, 

and RBF Network 

500 news 

articles in 

Albanian 
consisting of 

five different 

topics. 

Accuracy 

obtained was 

ranging from 
79% to 94%. 

Small and in-

domain 

corpus.  

Kote et al.,  

(2018b) 

To further extend their 

research from an in-

domain to a multi-domain 
corpus 

Machine Learning: 

classifiers. From 7 of 

them that performed 
better, 3 were based on 

Naïve Bayes. 

11 multi-

domains 

corpuses 
combining 

opinions from 

five different 
topics 

Weka was used 

for analysis, and 

the result 
obtained were 

promising. 

Small corpus. 

Datasets are 

not publicly 
available. 

Kote and Biba 

(2021)  

To evaluate the 

performance of machine 

learning 
techniques on opinion 

classification tasks in the 

Albanian language 

Machine Learning: 

classifiers. Several 

algorithms evaluated: 
Naïve Bayes algorithm 

showed the best 

performance in terms 
of the average value. 

500 news 

articles in 

Albanian 
language 

consisting of 

five different 
topics such as 

higher education 

law, waste 
import, VAT in 

small 

businesses, 
tourism, and 

politics 

Naïve Bayes 

Multinomial 

outperformed 
others with 

84.88% of 

correctly 
classified 

instances. 

Small corpus. 

Datasets are 

not publicly 
available. 

Kastrati et al., 
(2021) 

To analyze people’s 
opinions expressed on 

Facebook regarding 

Covid-19 pandemic 
situation in Albanian 

language 

Deep Learning:  
1D-CNN,  

BiLSTM, and a hybrid 

1D-CNN + BiLSTM 
model 

10742 
comments 

collected from 

the NIPHK’s 
Facebook page 

between 13th 

March and 15th 
August, 2020 

The best results 
achieved given in 

terms of P: 

72.31%, R: 
72.25%, and F1: 

72.09%. 

Small and in-
domain 

corpus. 

Skënduli et 

al., (2018) 
 

To analyse user-emotion 

detection on 
microblogging texts and 

postings in the Albanian 

language 

Deep Learning: 

Convolutional neural 
networks (CNNs) 

6,358 Facebook 

posts belonging 
to Albanian 

politicians 

Accuracy for:  

Unstemmed:  
70.2% - 91.2% 

Stemmed: 

67.0% - 92.4%   

Small and in-

domain 
corpus. 

Dataset is not 

publicly 

available. 

Skënduli and  

Biba (2020) 

To analyse micro-

blogging content to 

Deep Learning: 

Convolutional neural 

6,358 Facebook 

posts belonging 

Accuracy for:  

Unstemmed:  

Small and in-

domain 
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 characterize the users 

individually when writing 
posts with emotional 

content 

networks to Albanian 

politicians 

70.2% - 91.2% 

 

corpus. 

Dataset is not 
publicly 

available. 

Vasili et al., 
(2021) 

To test and review 
different approaches in 

Sentiment Analysis on 

Twitter messages in the 
Albanian language 

Deep Learning: 
Convolutional 

neural networks 

(CNNs) 

Was used the 
dataset 

consisting of 

15 languages 
from (Mozetič 

et al., 2021) 

By sing LSTM-
RNN with Glove, 

was achieved the 

best results given 
in terms of F1: 

87.8% 

“low quality 
annotators 

which should 

be eliminated 
from further 

considerations

” 

 

4. CONCLUSIONS 

 

Here papers about sentiment analysis and emotion detection in Albanian as 

summarized in Table 1 are reviewed. The performance of conventional 

machine learning and deep learning methods clearly depends on the pre-

processing and size of the dataset. Furthermore, deep learning benefits from 

using representation learning, large amount of training data and higher 

computational power that make possible training large and complex deep 

neural networks for sentiment and emotion classifiers. As it can be noticed, in 

situation where the dataset is vast, deep learning methods such as 1D CNN, 

LSTM, BiLSTM and combined CNN with BiLSMT architectures generally 

outperform conventional machine learning methods (Naïve Bayes, SVM, 

Logistic Regression and Decision Trees). Overall, we can conclude that deep 

learning methods are the method of choice for sentiment analysis and emotion 

detection in Albanian.   
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ABSTRACT 
 
Digital technology increasingly pervades daily life, and the use of innovative 

techniques in analog-to-digital converter (ADC) schemes has become particularly 

important. Nowadays, analog to digital converters are crucial components in almost 

any electronic systems. Some of the most important aspects are related to the 

development and implementation of schemes that are energy efficient, that offer very 

high conversion accuracy, that suppress distortions, and are more immune to various 

noise sources. A problem that is widely encountered in ADC converters is 

quantization noise, which affects resolution, the correspondence between samples, 

induced delays, and limitations in developing higher order circuits. The quantization 

noise effect of a delta-sigma analog to digital converter is in the present paper 

investigated. Randomly generated quantization noise samples are used to evaluate the 

output performance of the converter, by measuring the signal to noise (SNR) ratio. In 

the simulated scenario are considered the following parameters: filter length, 

oversampling ratio, transition bandwidth and decimation factor. Optimal values of 

these parameters are suggested in order to reduce the noise effect and to improve 

SNR. 

Keywords: Analog-to-digital converter, delta-sigma, noise, quantization 

 

1. INTRODUCTION 

 

A delta-sigma ADC is used in various conversion systems to obtain a low-

power, high-accuracy conversion using oversampling and noise shaping for 

audio, sensor, and wireless applications (Saikatsu and Yasuda, 2019). 

Successive approximation register (SAR) and delta-sigma (ΔΣ) architectures 

using oversampling techniques have recently gained popularity of ADC with 

high energy efficiency in the bandwidth range under tens of mega-hertz 

(Fukazawa et al., 2020). 
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In many modern electronic systems, analog to digital converters are 

essential components because they are responsible for converting a measured 

analog signal into a digital representation. The conversion of an analog signal 

to a digital one frequently restricts the overall system's speed and resolution. 

As a result, A/D converters that accomplish both high speed and resolution are 

required. Many image, communication, and instrumentation systems could 

benefit from such converters (Katara et al., 2012).  

Pipeline, SAR, and delta- sigma modulators currently dominate the state of 

the art in analog-to-digital converters, which continue to push the boundaries 

of energy efficiency year after year (de La Rosa et al., 2015). The signal-to-

noise ratio (SNR), measured in decibels, is a critical performance metric for 

different applications. Many external noise sources, such as clock noise, 

power supply noise, might affect the ADCs utilized in these systems (Reeder 

et al., 2005). 

Fukazawa et al., (2020) showed a quantization error extraction method that 

considers the quantizer delay and prevents the input leakage to the second 

stage to suppress distortion. The addition of a digital integrator reduces the 

amplitude of the quantizer input, preventing quantizer saturation. 

Bajaj et al., (2020) presented a 12-bit successive approximation analog-to-

digital converter embedded in a first-order noise shaping loop to obtain a 16-

bit resolution while maintaining sample-by-sample correspondence. The need 

for high oversampling in ΔΣ A/D converters has limited their use to primarily 

low frequency applications (Katara et al., 2012). 

A new method for extracting the VCO quantization noise is proposed in 

(Maghami et al., 2019). Using the proposed technique, in the time domain, the 

quantization noise of a VCO-based quantizer is extracted precisely as a PWM 

signal. By applying this pulse signal to another VCO-based quantizer, higher 

order structures could be implemented. 

Increasing the gain coefficient of the integrator in the loop filter 

configuration of the delta-sigma ADC suppresses the quantization noise that 

occurs in the signal band. However, there is a trade-off relationship between 

the integrator gain coefficient and system stability (Saikatsu and Yasuda, 

2019). Saikatsu and Yasuda (2019) proposed a SC integrator with the structure 

of a finite impulse response (FIR) filter in a loop filter configuration. This 

structure can realize broadband and high-precision performance, a high signal-

to-quantization noise ratio, and increased integrator gain in the signal band. 

The present paper evaluates the quantization noise effect of a ΔΣ A/D 

converter, by taking into consideration the length of the FIR filter, the 

oversampling ratio, the transition bandwidth and the decimation factor. The 

simulated results are compared with the theorical ones. The rest of the paper is 

outlined as follows. Section 2 describes the main architecture of a ΔΣ A/D 
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converter. Section 3 informs about simulation scenarios and reports the 

results. Section 4 makes conclusions. 

 

2. THE DELTA – SIGMA ADC ARCHITECTURE 

 

Delta-sigma (ΔΣ) ADCs with oversampling and noise-shaping are the most 

utilized ADCs for achieving high resolution among all categories (Tan et al., 

2020). Due to the requirement for high oversampling in A/D converters, their 

usage has been limited to mainly low frequency applications (Katara et al., 

2012).  

Oversampling ADCs with a feedback loop have been created to further 

minimize noise in the low-frequency region; the most prevalent today is the 

A/D converter. The architecture of a such converter is in Figure 1 depicted. 

The serial bit stream coming out of the comparator contains the average value 

of the input voltage (1-bit ADC). The serial bit stream is processed by the 

digital filter and decimator, which produces the final output data (Kester 

2009b). 

 

Integrator 1-bit ADC

1-bit DAC

Digital Filter 

and Decimator
Input

-
+

Output

 
 

Fig. 1. The architecture of a first order delta-sigma ADC. 

 

Given a signal power  2

E x  and a noise power  
2

2

q q
E n   the output 

SNR is given by equation in (1) (Martin 2012):  

 

 
 

 2 2

22 2

x

out q
n

E y E x
S

N E y 

 
  

 
    (1) 

 

However, it should be considered that the signal ( )x t  can be highly 

oversampled, and low-pass filtering can reduce the final quantization noise. 

Given an over-sampling ratio (OSR) in equation (2) (Martin 2012) 
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the actual noise power after decimation and down-sampling can be 

evaluated from the scheme in Figure 2 (Kester 2009a). 
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Fig. 2. The block-diagram for SNR evaluation after filtering and decimation. 

 

Once sampling occurs, filtering and decimation are carried out by the 

actual ADC to eliminate the quantization noise. For K much greater than one 

the signal to noise ratio after decimation is given by the formula in (3) as 

reported in (Martin 2012):  
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 (2) 

 

If good decimation filters can be designed, the SNR performance of Δ-Σ 

ADC improves with the oversampling ratio K.  

 

3. SIMULATION SCENARIO AND RESULTS 

 

The simulation of the delta-sigma ADC is modeled using MATLAB. The 

conceptual block-diagram of the simulation scenario is given in Fig. 3a. 

Randomly generated quantization noise samples (white noise) are added to the 

pure sinewave signal to be converted. The conversion algorithm used is based 

on the binary search algorithm which determines the closest digital word to 

match an input signal (Martin 2012). The flow-chart using a successive-

approximation approach is shown in Figure 3b. 
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Signal Samples

Quantization Noise Samples

Signal and Quantization 

noise before ADC

+ ADC

Signal and Quantization 

noise after ADC

      a) 
 

 b) 

 
Fig. 3: a) Conceptual block-scheme for quantization noise evaluation, b) Flow chart for the 

successive-approximation algorithm (Martin 2012). 

 

In our scenario four different parameters are considered. In the first run, the 

filter length parameter, LFIR is changed from 500 (the default value) to 400 

and 600 with respect to the same oversampling ratio K, and the results are in 

Figure 4 and 5 depicted. 

The Figure 4 and 5 show that as number of the filter coefficients (filter 

length LFIR) increases, a better SNR performance could be achieved. The 

initial SNR value is a little bit higher in a case of LFIR = 600 than in the case 

of LFIR = 400 and obtained SNR curve (the blue curve) almost follows the 

trend as the theoretical one (the red curve). With the lower filter length (400) 

the SNR values linearly decrease with the gradient proportional to a drop in 

LFIR. 

In the second run, the oversampling factor K is considered to see whether 

the SNR performance can be improved. In the MATLAB routine the K value 
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is changed. A comparison for the chosen values of K = 80 and K = 140, are in 

Figure 6 and 7 depicted. 

 

 
Fig. 4: SNR after filtering in Delta-Sigma ADC for LFIR=400. 

 

 
Fig. 5: SNR after filtering in Delta-Sigma ADC for LFIR=600. 

 

 

The results show that SNR performance significantly change with the 

change of an oversampling ratio K. The SNR curve becomes almost linear as 

K decreases. In addition, it behaves as the theoretical with the lower SNR 

values. It is known that the signal can be highly oversampled and low-pass 

filtering can reduce the final quantization noise. With down-conversion of a 
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digital signal the oversampling factor decreases (K↓). Figure 6 and 7 show 

that for the lower K values (20-40) the SNR performance improves. A drop in 

SNR performance follows the rest of the graph. 

 

 
Fig. 6: SNR after filtering in Delta-Sigma ADC for K = 80. 

 
Fig. 7. SNR after filtering in Delta-Sigma ADC for K = 140. 

 

In the third run, the impact of transition bandwidth in SNR is investigated. 

The performance is evaluated depending on the changes of the band1 and 

band2. Band1 presents the filter passband and band2 a lower limit of the filter 

stop-band. The filter transition band is the difference between band2 and 

band1. Both bands depend on the signal bandwidth f0. The latter depends on 
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the normalized sampling frequency fS and an oversampling factor K. The 

results are in Figure 8 and 9 shown. 

 

 
Fig. 8: SNR after filtering in Delta-Sigma ADC for the transition bandwidth where  

(band2=2.2f0 and band1=1.2f0) 

 

 
Fig. 9: SNR after filtering in Delta-Sigma ADC for the smaller transition bandwidth  

(band2=1.6f0 and band1=1.2f0). 

 

Results show that the SNR performance drops as the difference between 

the filter passband and the lower limit of the filter stop-band becomes smaller. 

So, the smaller the transition bandwidth is, the lower the SNR values are 

(Figure 8). If the transition bandwidth is narrowed, the attenuation increases. 

Consequently, transition bandwidth is the critical parameter, not the 
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bandwidth. The SNR performance improves as increase the transition 

bandwidth increases. We changed the multiple rates of the signal bandwidth to 

get different values of band1 and band2, and therefore a larger value of the 

filter transition bandwidth. With a wider transition bandwidth, the measured 

SNR performance after filtering closely follows the theoretical one (Figure 

11). 

 
Fig. 10: SNR after filtering in Delta-Sigma ADC for the transition bandwidth 

(band2=2.4f0 and band1=1.0f0). 

 

 
Fig. 11: SNR after filtering in Delta-Sigma ADC for the transition bandwidth  

(band2=1.8f0 and band1=0.8f0) 
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In the last run, the SNR behavior with respect to a decimation factor L is 

evaluated. When a digital signal is up converted, a decimation is performed by 

generating its replicas. With the decimation factor equal to 10, is obtained the 

SNR plot of Figure 12. Here we cold note that the initial SNR value is a little 

bit lower due to a lower limit of the filter stop-band inversely proportional to 

the decimation factor L. In the next step we modified L value to L = 6, L = 7 

and L = 8, and the results are shown in Figures 13-15. 

 

 
Fig. 12: SNR after filtering in Delta-Sigma ADC for L = 10. 

 

 
Fig. 13: SNR after filtering in Delta-Sigma ADC for L = 6. 
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Fig. 14: SNR after filtering in Delta-Sigma ADC for L = 7. 

 

 
Fig. 15: SNR after filtering in Delta-Sigma ADC for L = 8. 

 

Based on figures, it could be concluded that as the decimation factor 

increases, the initial SNR values get lower with respect to the theoretical ones. 

In the first step (K from 20 to 50) the measured SNR curve is becoming closer 

to the theoretical. In the second step (K from 50 to 80) they are increasing by 

the same gradient, and in the third step (K from 80 to 110) the measured 

diverges from the theoretical with a different increasing slope. By setting a 

lower decimation factor (L = 8) both SNR curves are approximately the same 

up to oversampling factor K = 80.  
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4. CONCLUSIONS 

 

In present paper investigates the quantization noise effect and SNR 

performance of a delta-sigma ADC. The results show that the higher the 

number of the filter coefficients (filter length LFIR) is, the better SNR values 

with the higher oversampling factor K are. 

The oversampling factor K should be high enough to ensure better SNR 

values after filtering in Delta-Sigma ADC, but with some limited value since 

with some high values of K the measured SNR performance deviate from the 

theoretical one. 

The transition bandwidth, as a difference of passband and a lower limit of 

the stopband, should be larger and chosen in such a manner that SNR curve 

reaches optimal values; both bandwidths depend on the fS and f0 and should be 

chosen in an optimal proportion. If the transition bandwidth is increased, the 

attenuation increases. Consequently, the transition bandwidth is the critical 

parameter, not the bandwidth. 

Both filtering and decimation could be carried out at a lower speed, and by 

properly choosing decimation factor it is possible to reduce the noise effect 

and consequently improve SNR.  
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ABSTRACT 
 

Public cloud has nowadays become one of the most required and used IT platforms—

especially during the outbreak of the pandemic caused by the coronavirus. The 

pandemic period was unfortunately characterised by an increase of cyber-attacks 

activity. Given the situation, studying and implementing an end-to-end security 

solution that is based on machine learning’s algorithm, called XGBoost, and open-

source IPS called snort would have been considered important. The present paper 

informs about the implementation of an end-to-end cyber security solution to address 

the protection of public cloud platforms against some different types of security 

attacks like Distributed Denial of Service (DDoS) attack, Denial of Service (DoS) 

attack, User to Root (U2R) attack and Remote to Local (R2L) attack, and the results 

showed its effectiveness when compared to the other methodologies which are using 

Support Vector Machines (SVM) algorithm. 

Keywords: Public Cloud, XGBoost, Distributed Denial of Service (DDoS), Support 

Vector Machines (SVM) 

 

1. INTRODUCTION 

 

The present paper provides information about cloud computing security 

due to its great importance and the benefits—especially during the 

outbreak of the pandemic caused by the coronavirus while labor force 

working from home with the same efficiency as from the office.  

The security of using these platforms has come to the fore due to the high 

number of users and the high number of already essential services they offer 

(such as business communication applications Teams, Zoom, etc.). The 

proposed analysis is based on the study of SECURE (Podlodowski et al., 
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2019) technique extending it to work for both UDP flood and NTP 

amplification security attacks⸻ making it appropriate for a comprehensive 

use. It will also enable us to see changes in the execution performance of this 

method as a result of its modification by adding protection from additional 

security attacks.  

The present paper reports that the modified technique is one which 

achieves a defense against more than one type of cyber security attack with the 

same effectiveness. Here, a network level intrusion detection system called 

SNORT (Snort 2020) is used. An anomaly detector based on the decision tree 

and the extreme gradient boosting algorithm (XGBoost) will also be used to 

analyze abnormal activities (unknown attacks). SNORT is the most effective 

Intrusion Detection System (IDS). Various Machine Learning (ML) 

techniques are used for anomaly-based IDSs, but XGBoost is the most widely 

used anomaly detector based on recent studies. Both of these mechanisms will 

guarantee the performance and reliability of this method and will ensure the 

desired result. To extend this method, the attack generator is modified by 

adding a UDP (UDP Flood) and NTP (NTP Amplification) attack generator to 

the attack generator. A UDP flood and NTP amplification attack module is 

also be added to the security attack module. It is noted while analyzing the 

SECURE technique that this technique protects systems from executing five 

different types of security attacks, including Denial of Service DoS, Probing, 

Remote to Local Distance (R2L), User to Root attacks (U2R) and Distributed 

Denial of Service (DDoS) attacks. 

Efforts to use this technique as a defensive infrastructure against other 

types of malwares such as ransomware attacks, slowloris, etc. will be made in 

a near future. Here, strategic procedures would be necessary to maintain the 

effectiveness and reliability. 

 

2. RELATED WORKS 

 

According to a Forbes’ report published in 2015, cloud-based security 

spending is expected to increase by 42%. According to another study, IT 

security spending had increased to 79.1% by 2015, showing an annual 

increase of more than 10%. The International Data Corporation (IDC) in 2011 

showed that 74.6% of corporate clients rated security as a major challenge. 

This paper summarizes a number of peer-reviewed articles on Security Threats 

in Cloud Computing and Preventive Methods. The objective of the research is 

to understand Cloud components, security issues and risks, along with 

emerging solutions that can potentially mitigate vulnerabilities in the Cloud. It 

is a widely accepted fact that Cloud Computing has been a valuable hosting 

platform since 2008. However, the perception regarding security in the Cloud 
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is that it needs significant improvements realized at higher levels of adaptation 

at the company level (Barse et al., 2020). 

As identified by another research, many of the issues faced by Cloud 

Computing need to be addressed urgently. The industry has made significant 

progress in combating threats to Cloud Computing, but there is still more to be 

done to reach the level of maturity that currently exists with traditional on-

premise hosting. 

Recent studies on cloud computing security propose ways to protect, but all 

solutions require a lot of computer resources (Buchanan et al., 2016; Khan et 

al., 2016 Gaur et al., 2017; Ramachandra et al., 2017). Cloud Computing due 

to its distributed nature, complex architecture and utilized resources poses a 

unique and serious risk to all actors. Understanding the risk and mitigating the 

risk appropriately is of critical importance for all the stakeholders. Security 

must be built at every layer on a Cloud Computing platform incorporating best 

practices and new technologies to effectively mitigate risk.  

Cloud computing allows firms to outsource their entire information 

technology (IT) process, giving them the opportunity to focus more on their 

core business to increase their productivity and innovation in customer 

service. This allows businesses to reduce the heavy cost incurred on IT 

infrastructure without losing focus on customer needs (Priya et al., 2019). 

 

3. SECURE+, the protection technique in cloud computing 

 

The present paper aims to create a self-defense and autonomous 

mechanism against intrusions and cyber attacks (known and unknown) carried 

out on cloud computing platforms by proposing a technique with self 

protection and automatic interaction in cloud computing platform called 

SECURE+. It is an improved version of the SECURE technique by affecting 

important metrics such as intrusion detection rate (IDR), false positive rate 

(FPR) and utilization of computer resources (CPU, RAM and bandwidth). 

SECURE+ will create automatic signatures and provide security against DoS, 

DDoS, Probing, U2R and R2L security attacks (Kasongo et al., 2020). This 

study is based on the eXtreme Gradient Boosting method (XGBoost), a 

machine learning algorithm with a set of tree structure-based decisions, which 

uses a gradient reinforcement framework. The main motivation is the 

construction of a powerful classification model, which in cooperation with the 

SNORT system can classify the data entered into the network as accurately as 

possible, as quickly as possible and with the lowest possible use of available 

computer resources.  

The present paper paper proves that XGBoost is the most suitable method 

to be used for defensive purposes as a robust classification model could be 
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built. This will lead to a more accurate intrusion detection system, and a more 

secure environment to share information on cloud platforms.  

The SECURE+ technique helps to detect attacks by a combination of an 

attack detection system called SNORT and the XGBoost algorithm. SNORT is 

used to record known attacks on the database that this technique possesses 

(known attacks). While to detect abnormal activities (unknown attacks) will 

be used one of the newest techniques based on decision-making tree’ 

algorithm of automatic learning called extreme gradient boosting (XGBoost) 

(Devan et al., 2020). This algorithm allows for the setup of a database which 

is called the training database, and designs XGBoost to identify and diagnose 

attacks from incoming network traffic data. The SECURE+ technique will 

automatically create a new signature and provide security against DoS, DDoS 

(UDP Flooding and NTP Amplification), probing, U2R and R2L type attacks.  

This technique provides a system for detecting intrusion and avoiding 

computer attacks by way of improving the gradient according to the tree 

decision technique as in the Figure 1 depicted, automatically, performing an 

intelligent analysis of packet flow in the network, and being followed by 

avoidance actions, which are consistent with the decision-making components 

of intervention detection. The point-to-point detection of intrusion and evasion 

process is based on three basic applications called Creation of Characteristics, 

Gradient Enhancement, and Attack Avoidance. 

We have chosen to use the gradient boosting algorithm as it is considered 

the most effective and valuable method in the case of structured data tasks (as 

is the case with our study). 

 

 
 

Fig. 16: Decision Tree Algorithm Example for gradient improvement during the task of 

Intrusion Detection on the network level. 
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4. SECURE+ Architecture and Functionality 

 

The SECURE + technique architecture is in Figure 2 depicted, and its main 

components are as following: 

 Cloud platform users submit their execution requests. 

 All user requests are stored by a buffer called the service request 

handler. This buffer then forwards the workload to the Workload 

Administrator. 

 The workload administrator distributes the workload along with their 

quality of service (QoS) requests to the Detection Node. 

 

 
 

Fig. 2: Architecture of the SECURE+ technique. 

 
 The detection node carries out a two-level defense for protection 

purposes. Performed by the SNORT intrusion detection application, the first 

level addresses the known attacks. Performed by the tree decision making 

(ML) machine learning algorithm, based on the latest XGBoost technique, the 

Second Level addresses the unknown attacks. 

 The Resource Administrator keeps the resource information including 

the number of CPUs used, the RAM capacity used and the resource numbers. 

In addition, it stores information about available and reserved resources with 

respective descriptions (source name, source type, configuration, availability 

information, and usage information) according to the cloud service provider. 

 The autonomous level consists of these three elements: i) creation of 

characteristics, ii) gradient improvement and, iii) attack avoidance. 
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 Resource Usage Monitoring which measures the resource usage value 

during workload execution. 

 Cloud Resource Warehouse stores cloud resource configuration. 

 Autonomous Attack Detection System Via Machine Learning Technique  

 

The SECURE+ technique considers three steps regarding the autonomous 

detection and interaction system. The interaction of these subunits such as 

creation of characteristics, gradient enhancement / increase, and attack 

avoidance is in Figure 3 described. 

 

 
 

Fig. 3: Interaction of autonomous system’s subunits. 

 

The feature creator collects network traffic from the intrusion detection 

node in case the attack is unknown to snort and calculates the value required 

by the gradient enhancer for the respective data’s flux. 

The gradient enhancer applies its pre-built intervention detection models to 

the flow pattern and passes the result towards the Attack Avoider. 

The attack avoider then determines the action to be taken, based on the 

classification result, and installs the flow rules in the attack detector to prevent 

the attack if necessary. 

Figure 4 depicts the block diagram of the point-to-point function of the 

proposed security solution. 

The detection node collects network traffic data and if they belong to 

unknown attacks, they are taken over by the feature creator. After acquisition, 

characteristics are created for each flow as summarized in the block diagram 

in Figure 5. 

In this way common characteristics are generated for each stream, 

enclosing each incoming stream in the detection node, and using the block 

diagram shown in Figure 6, e.g., the average flow time and the total number of 

packets in a transaction are created with an initial switch overflow input. 
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Consequently, specific flow characteristics, e.g., the duration of the flow and 

the calculation of packets from source to destination are obtained by passing 

overflow inputs. 

As we look at the stream inputs, the feature vector created for one stream is 

immediately sent to the Gradient Enhancer, without waiting for the feature 

creation for the other flows inputs to finish. 

 The characteristics creator also draws flows matching fields, such as the 

source IP and MAC addresses, and the physical gateway from which the packet 

comes from. Attack avoidance uses these features as a conclusion. Common 

features include Mean, Stddev, Sum, TnP_PSrcIP, TnP_PDstIP, and 

TnP_Per_Dport. Hash groups are used to store unique source and destination 

IPs and destination port numbers. A list is implemented to save the duration of 

the input stream. As it surrounds the input stream, the number of packets in the 

input stream is added to the total packet calculation. The input stream duration 

is added to the duration list. Source IPs, destination IPs and destination port 

numbers are added to the respective hash group. The flow bit count is added to 

a hash map. The keys in this map consist of the source IP, the source port, the 

destination IP, and the destination port for the TCP and UDP packets.  

 For ICMP packets, the keys consist of the source IP and the destination 

IP, unless in this case they do not have port numbers. This map is later used to 

obtain reverse flow statistics. Once the detection node is enclosed, the main 

characteristics are calculated using the total packet count, hash groups and 

duration list. 

 The gradient enhancer takes feature vectors from the characteristics 

creator one by one and classifies them using its prefabricated intrusion 

detection model. If the result of the classification is any type of attack, then 

attack avoidant takes the type of detected attack and source identifiers such as. 

Source IP and source MAC address. The automated learning model used is 

dynamically updated by including new data learned about the same existing 

types of attacks as soon as they are detected. The gradient-enhanced model 

construction is a multi-class classification model, which is formed using 

learned data that exists in different types of attacks in addition to normal traffic. 
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Fig. 4: Block Diagram of Point-to-Point’ Function. 

 

 

4.1. Description of Research Methodology 

 

We designed the experiment scenarios to observe and obtain the 

measurement results. In the present investigation the performance between 

two rigorously repetitive and quantitative techniques is compared. The 

experiments are based on a test environment which compares the SECURE 

technique with the SECURE+technique.  

This environment will have a 100Gbps bandwidth network and several 

different types of harmful traffic.  

Harmful traffic types are selected because the default rules can be applied 

simultaneously to SECURE and SECURE+. Moreover, these are the most 

common types and cover a much larger number of attack’s types. 

The performed experiments will compare the performance of the two 

techniques by measuring the False Positive Rate (FPR), the Intrusion 

Detection Rate (IDR), the execution time, as well as the percentage of CPU, 

the use of RAM memory and the percentage of lost packets on the network.  
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Normal network traffic for conducting experiments is realized using an 

open-source network traffic generator called Hping3 (Hping, 2020). This 

application will generate network traffic up to 20 Gbps. Malicious traffic is 

generated using the following applications: 

 Metasploit for DoS attacks,  

 NMAP for Probing attacks,  

 Hydra for R2L attacks,  

 NetCat for L2R attacks 

 DDoSIM for DDoS attacks.   

Legitimate and malicious network traffic is generated as combined traffic 

and then entered into the detection node.  

 

4.2 Realization of Experimental Work 

 

Experiments were carried out to show the advantages of the SECURE+ 

technique versus the SECURE one using virtual machines with the same 

computer resources. 

First, the experiment was carried out so that real-time observes the 

performance of the SECURE+ and SECURE techniques by processing a 

legitimate 10Gbps traffic from the legitimate traffic generator (Hping3) for 

comparison purposes. 

1,470-byte packets for TCP, UDP and ICMP protocols were used for the 

accurate results of the experiment. We injected these packets in both 

techniques with a network speed of 10Gbps. The experiment is based on the 

logic grid diagram as in Figure 5 depicted. 

We have installed each technique separately in identical virtual machines 

with the same parameters of computer resources and the same rules for the 

snort application. We used an application called Network Performance 

Monitor by Solarwinds (SolarWinds 2020), which records and measures CPU, 

memory, and network usage. In addition to this application, we have used 

several other applications such as Metasploit structure, Snort logs, nmap etc.to 

record and measure the features.  
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Fig. 5: Presentation of the experimental environment network. 

 

5. EXPERIMENTAL RESULTS 

 

The experiments were carried out in cycles lasting 8 hours each. In total we 

have performed 10 cycles of tests, and we have achieved a total duration of 80 

hours of experiments, this to increase the reliability of our results. The 

following packets are injected as basic traffic ranging from 1Gbps to 10Gbps 

as follows: 

 1,000,000 UDP packets at a speed of 500 packets / second, each packet 

size consists of 1,470 bytes. 

 1,000,000 TCP packets at a speed of 500 packets / second, each packet 

size consists of 1,470 bytes. 

 1,000,000 ICMP packets at a speed of 500 packets / second, each packet 

size consists of 1,470 bytes. 

 

Result analysis  

The way we chose to inject the packets was the one with normal traffic, 

specifying the number of packets per second and the total number of packets.  

The results showed that the use of CPUs in the SECURE+ technique was 

lower compared to that of the SECURE technique measured during the 

processing of the same network traffic of 10Gbps.  

The Figure 6 gives the average CPU usage score for both techniques during 

the 80 hours of testing. 

 



AJNTS No 57 / 2023 (XXVIII) 
167 

  
 

     Fig. 6: Average CPU usage.   Fig. 7: Average RAM usage. 

 

The collected performance data tells us that the memory usage in the 

SECURE+ technique is lower than that of the SECURE technique. 

It is clear that the average memory usage in the case of the SECURE+ 

technique increases from 19GB when performing tests at 1Gbps and continues 

to increase at a variable rate up to a maximum of 30GB when performing tests 

with 10Gbps network speed. Graphically this usage is in Figure 7 depicted. 

Processing packages in the SECURE+ technique are faster than processing 

packages in the SECURE technique as per Figure 8.  

In other words, for the same amount of UDP, TCP and ICMP packets 

(1,000,000 packets) injected in both techniques over a period of 80 hours (10 

test cycles of 8 hours each) we noticed that the SECURE+ technique showed 

an improved performance versus that of SECURE. 

 

 
 

Fig. 8: Average processing speed (number of packets per unit time) for both techniques. 

 

To compare the performance of SECURE and SECURE+ techniques, two 

most important metrics such as intrusion detection rate (IDR) and false 

positive rate (FPR) were investigated as they are also the most important 

criteria for evaluating algorithms and techniques. 

The results obtained for these metrics were realized by generating attacks 

through Metasploit applications for DoS attacks, NMAP for probing attacks, 
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Hydra for R2L attacks, NetCat for L2R attacks and DDoSIM for DDoS 

attacks. 

Figure 9 graphically shows the results obtained during the experiments 

performed for the mean values of false positive rate (FPR) for all categories of 

attacks (4 types of attacks, DoS, R2L, Probing and DDoS). 

Mostly, the algorithms that have a low value of the IDR metric are not 

considered at all, and are not used, no matter how high the value of the FPR. 
 

  

  
 

Fig. 9: Results of experiments for FPR for all types of attacks. 

 

The Figure 10 depicts that the intrusion detection rate (IDR) increases with 

time. In this case we performed the same experiment divided into 10 cycles of 

8 hours each.  

 
 

Fig. 10: Results of experiments for FPR for all types of attacks first and last cycles. 
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6. CONCLUSIONS AND FUTURE WORK 

 

In this paper we have proposed a technique with self-protection and 

automatic interaction in cloud computing platforms called SECURE+ is 

proposed. This self-defence and automatic technique detect intrusions and 

attacks (known and unknown) carried out on Cloud Computing platforms. The 

SECURE+ technique is built to detect attacks by a combination of an attack 

detection system called SNORT and a machine learning algorithm, called 

XGBoost. It functions as a single system of interventions where a series of 

snort rules operate in parallel with the logic applied by the tree-based 

automated learning algorithm XGBoost. 

SECURE+ protects cloud computing platforms from five different types of 

security attacks including DoS, DDoS (also UDP Flooding and NTP 

amplification), Probing, U2R, and R2L attacks. Furthermore, we have tested 

the performance of the SECURE+ technique in terms of intrusion detection 

rate, execution time, false positive rate and use of computer resources. 

The present paper compares two intervention detection techniques, the 

SECURE+ and SECURE are. Both techniques turned out to be efficient and 

high-performance detection systems. The results showed that the SECURE+ 

technique is more effective and uses less computer resources compared to the 

SECURE technique as it uses approximately 10% less processing resources 

(CPU) and about 7% less RAM. In addition, the SECURE+ technique 

processes a larger number of packets about 30% more packages per second 

compared to the SECURE technique. 

The SECURE+ technique has a lower packet loss rate than the SECURE 

technique. In both techniques it was observed that the operating system was 

responsible for packet losses in case of increased traffic from 2Gbps to 

10Gbps. At these network speeds, memory buffers were completely occupied 

by not being able to read packets within these buffers, so both techniques 

require more RAM in the case of high network capacities ranging from 2Gbps 

to 10Gbps. This phenomenon does not exist for low network speeds from 

100Mbps to 1Gbps. 

The results of the experiments showed that the SECURE+ technique has a 

false positive rate about 4% lower than the SECURE technique. 

The other very important metric investigated was the intrusion detection 

rate, as it determines the efficiency of a detection system. Results showed that 

the value of IDR increased with increasing time reaching the maximum value 

of 98.8% during the 40th hour.  

Considering the proposed and studied technique, realization and results 

obtained, we conclude that the following works can be based on the future for 

such technique:  

 Realization of the SECURE+ technique in a real Cloud environment. 
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 Improved SECURE+ for identifying and preventing day-zero attacks. 

 Improvement of SECURE+ to identify the rate of breach of service 

level agreement (SLA). 

 Improved SECURE+ to work with some other parameters such as 

energy efficiency, scalability, etc.  
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