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Abstract

Opinion Mining (OM) has become an interesting research area applicable in
different fields, such as social media posts, product or service reviews, online blogs,
etc. OM aims to analyze and gain information from online media opinions. The most
popular techniques used for opinion analysis are machine learning. The present paper
aims to evaluate the performance of an artificial neural network model to classify the
text opinion based on the polarity of the expressed sentiment using a two-classes
annotation schema: positive and negative. The dataset of the opinions used is in the
Albanian language. A CNN model is implemented and trained using the Keras
framework and Tensorflow as a backend. The proposed classification model for
opinions in the Albanian languages has an accuracy of 73%.
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1. INTRODUCTION

Opinion Mining (OM) or Sentiment Analysis (SA) is a highly-interesting
Acrtificial Intelligence (Al) field that aims to analyze and extract information
from opinions expressed in online media. BrightLocal (2022) reported that
98% of the consumers read reviews about the local businesses. Analyzing the
online media opinion can help people to decide whether to purchase a product,
and even businesses to develop the best strategies to improve their services or
products.

Opinion Mining (OM) aims to analyze and extract information from
opinions expressed in online media. Opinion classification is one of the tasks
in OM that aims to classify the opinions based on the polarity of the expressed
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sentiment. The classification task can be performed in three levels, document
level, sentence level, and aspect level. The classification schema can be two,
three, or more classes (Liu 2015).

Many research studies in the field of OM have been devoted to languages
such as English, Italian, German, Chinese or Japanese, but there are only some
small research studies done in this field for the Albanian language. The
Albanian language is considered a low-resources language for natural
language processing tools.

Considered a separate branch of the Indo-European language family, the
Albanian language is spoken by around 7 million native speakers all over the
world. In addition, it is the official language in Albania and Kosovo, and the
official regional language in Montenegro and the Republic of North
Macedonia. Given the fact that the Albanian language is a separate branch of
the Indo-European languages family, it is of high interest to be studied not
only for linguistics purposes but also in other purposes or fields. The Albanian
language has a complex grammar, and its alphabet has 36 letters.

The present paper reports about a CNN network model for opinion
classification based on the polarity of the sentiment expressed by the opinion.
We have used a two-classes annotation schema: positive and negative. As
Albanian is a low-resource language in natural language processing tools and
annotated datasets, a dataset has been created. The data set is an extended
dataset of the datasets that we have used in (Kote and Biba 2018; Kote et al.,
2018; Kote and Biba 2021). The data set is in Section 3 described.

The remainder of this paper is structured as follows: Section 2 reviews
related works, Section 3 describes the dataset used, Section 4 informs about
the architecture of the neural network model and the experimental results, and
finally, Section 5 presents the conclusion of our work and some suggestion for
future work.

2. RELATED WORKS

The recent years mark an increasing use of artificial neural networks
(ANN) in OM tasks. An ANN is based on a collection of huge number of
nodes called artificial neurons, which loosely model the neurons in a
biological brain. In a neural network, the neurons are linked and organized in
layers. A neuron is an information processing entity. The ANN learns to
achieve a certain task, in our case opinion classification based on the polarity
of the sentiment, through by readjusting the weights of the connections
between the nodes. The typical architecture of a neural network model
consists in three layers, the input layer, the hidden layer and the output layer.
Based on the network topology, the neural network can be classified as
feedforward and recurrent/recursive neural network. A convolutional neural
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network (CNN) is a feedforward neural network and long short-term memory
(LSTM) is a recurrent network. Deep learning is a multi-layer neural network
that comparing to a typical three layers neural network has better learning
capabilities (Zhang et al., 2018).

Schuller et al., (2015) studied the impact of different feature methods in the
performance of classification techniques for sentiment classification. They
perform an experimental evaluation of the performance of Naive Bayes (NB),
Maximum Entropy (ME), and Long Short-Term Memory (LSTM) model
using four small-medium sized datasets and a large dataset using different
features and n-gram configuration. They concluded that the performance is
increased when 1-gram and 2-gram are used, and the best performing
algorithm is ME. LSTM is the second-best performing with a difference of 1.5
points compared to ME.

To improve the accuracy of a classification model Liu et al., (2018) used a
Bi-LSTM neural network that learns specific information by multiple domains
and uses it in another domain. The used domain descriptors, memories, and
adversarial training utilize better domain knowledge. The experimental
evaluation of the method comparing it with existing and in-domain models
indicated that the proposed model outperforms them. So, the performance of a
model can be improved by using knowledge learned from other domains.

Moreas et al., (2013) experimentally evaluated a bag-of-words neural
network model, NB and SMV algorithms to classify the opinion concluded
that the bag-of-words neural network model outperforms the NB model and
SMV model. Also, the experimental results in the paper of Barry (2017) show
that the approach of a LSTM model in conjunction with GloVe embeddings
and Word2vec has the best performance.

Tang et al., (2015) have proposed a neural network model for opinion
classification based on points categories, 1 to 5. This approach takes into
consideration not only the polarity of the opinion but even the person that has
given it. The first component of the model changes the word’s vector
depending on the person who expressed the opinion and then the classifier is
trained and used to predict and assign the points to a new opinion. The
evaluation in two datasets indicates that the proposed model has a good
performance.

The deep-learning approach proposed by Deriu and Cieliebak (2016) uses a
two-layer CNN network to classify Italian tweets in nine possible labels
combination. The proposed model first predicts if a tweet is a subjective or
objective opinion and then for the subjective is predicted if it is positive or
negative and if it is ironic. The authors have used a meta-classifier on top of
the CNN to increase the robustness of the model. The model is best
performing in the polarity classification task.
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The approach proposed by Minaee et al., (2019) is based on a CNN
network and a LSTM network, in a way to extract the local structure and to
capture the temporal information of the data. The experimental evaluation
using two binary polarity sentiment datasets, the IMDB dataset, and the SST2
show that the proposed ensemble approach outperforms the two individual
models, CNN, and LSTM.

Over the last decade, there have been extensive research studies in opinion
mining. and specifically in opinion classification almost for English, in
addition to few research studies for low-resource languages like the Albanian
language.

One of the first studies in opinion classification for the Albanian language
is presented in the paper of Biba and Mane (2014). In this paper, the
performance of different machine learning algorithms is evaluated by
experiments in the task of opinion classification as positive and negative.

Kote and Biba (2018), Kote et al., (2018), Kote and Biba (2021)
experimentally evaluated the performance of 50 machine learning algorithms
to classify the opinion as positive and negative in the Albanian language in
multi-domains and in-domain datasets. The authors concluded that the use of
n-gram (values min=1 and max=2) and TF-IDF increase the performance of
the algorithms and the best-performing algorithms in average terms are RBF
Network and Naive Bayes Multinomial.

Skenduli et al., (2018) have proposed a CNN network model for
classifying user-emotion of Facebook posts in the Albanian language at the
sentence level. The authors have evaluated the performance of the neural CNN
model comparing it with the performance of tree machine learning algorithms
Naive Bayes (NB) Support Vector Machines (SMO) and, Instance-based
learning (IBK). The experimental results show that the CNN model
outperforms compared to the other machine learning algorithms.

Vasili et al., (2021) evaluated different approaches used to analyze the
sentiment of tweets in the Albanian languages. The authors have evaluated the
performance of three main approaches techniques for sentiment classification:
traditional machine learning, lexicon-based and deep learning approach. In the
experimental evaluation are used feature extraction techniques such as bag-of-
words, TF-IDF, Word2Vec, and Glove. The data used to train and evaluate the
model are unbalanced. The experimental results indicate that LSTM based
RNN with Glove as a feature extraction technique provides the best results
with a F-score of 87.8%.

Haveriku and Frashéri (2021) presented a model to automatically process
and extract information from tweets in the Albanian language. They have
evaluated the performance of three machine learning algorithms, SVM,
Logistic Regression and Naive Bayes to analyze the sentiment of tweets.
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3. THE DATASET

Considering that the Albanian language is a low-resource language in
annotated corpora for natural language processing purposes, we have collected
and created by ourselves an opinion annotated dataset. This dataset is an
extension of the dataset used in our previous research papers (Kote and Biba
2018; Kote et al., 2018; Kote and Biba 2021).

We have collected in total 900 text-document opinions in the Albanian
language from well-known Albanian online media. The chosen online media
have a correct use of the Albanian language grammar in their articles.
Language correctness is an important factor due to the fact that in a lot of
Albanian online media the Albanian language is not correctly used, for
example, the letters “e” and “c” are used instead of the letters “€” and “¢”. The
collected opinions are from five different domains: political, economic, higher
education, tourism, and waste import.

First, each collected text-document opinion is manually cleaned from
unnecessary information as the writer's name, publication date, and pictures.
Once cleaned up, the text-document opinion is annotated with the label
corresponding to its sentiment polarity. We have used a two-classes
annotation schema: positive and negative. A text opinion is annotated as
positive if the overall polarity of the sentiment expressed by it is positive and
as negative if the overall polarity of the sentiment expressed by it is negative.
The dataset was annotated only by one person. The dataset has a balanced
number of positive and negative opinions.

Table 1 details the information about the corpus.

Table 1 The opinions dataset

Domains No. positive No. negative
Tourism 50 50

Higher education | 50 50

Waste import 50 50
Economic 50 50

Political 250 250

TOTAL 450 450

Each text-document of the dataset before being used to train and to
evaluate the classification model passes in a preprocess phase. First, we have
here used the Albanian Language tool implemented in (Sadiku and Biba
2012). This tool consists of a word tokenizer, a stop-word, number and special
character remover and lowercase transformation, and a stemmer. We have
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used only the first two components. So, each text-document opinion is passed
throw the word tokenizer component and then to the stop-word, humber and
special character remover and lowercase transformation component. The
generated text-document opinion after the preprocessing phase is a bag-of-
words text-document opinion.

To train a classification model implemented using CNN network and to
evaluate its accuracy the input data need to be a sequence of data. So, the text
of the bag-of-words text-document opinions of the dataset are preprocessed in
a way to be converted as a sequence of data. We have discussed this in section
4.

4. THE ARTIFICIAL NEURAL NETWORK

This section discusses about the architecture of the used network for the
binary opinion classification in the Albanian language based on the polarity of
the sentiment expressed by the opinion as positive and negative. The neural
network is implemented in Python using Keras (Chollet 2015) and Tensorflow
(Abad et al., 2015).

The architecture of the network

The implemented model is based on a Convolution Neural Network. Figure
1 depicts the architecture of the network. Table 2 reports in details about the
network.

We have used the CNN1 network because this network is very effective to
derive features from segments with a fixed length. The difference between a
CNN1 network and a CNN2 network relates to the way the feature detector
moves over the data.

Fig. 1: The architecture of the network.

The input layer is an embedding layer where we have used the pre-trained
word vector for the Albanian language from Fasttext (2021). The next layer is
a ConvlD layer with 100 neurons and RelLu as activation. A regularizer 12
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(0.0002) and SpatialDropout1D are applied to this layer to modify it for better
generalizes. These techniques force the model to learn individual features and
improve its performance. Then, a Glob-alMaxPoolinglD layer is applied to
select the most important features. The last layer is a Dense layer with softmax
activation that outputs the probability over the two labels, positive and
negative.

Table 2. The specification of the model’s architecture

Model Architecture

Input Layer Embeddings

Hidden Layer ConvlD

Nodes 100 nodes

Activation ReLu

Activity regularizer 12 (0.0002) and SpatialDropout1D
Pooling layer GlobalMaxPooling1D

Output Layer Dense

Nodes 2 (1 for positive & 1 for negative)
Activation Softmax

Optimizer:

Adam Ir=0.001

Loss Categorical cross entropy

Metrics Accuracy

Batch size 100

Verbose 1

Epochs 10

Validation slip (training) 0.1

Validation split (testing) 0.2

Experimental Evaluation

To train a model and test its performance the data used cannot be bag-of-
words but must be a sequence. So, the bag-of-word data generated from the
preprocessing are converted into a sequence of data. The vocabulary of the
dataset is expanded using words from the embedding model and then the
vectorized dictionary is built where each word is represented by a number.
After that is created the embedding matrix.

The dataset is split into training data and testing data, and the ratio is 80:20.
In training, we have used a batch size of 100, verbose of 1, a window size of
2, and validation split 0.1. We stopped the training after 10 epochs, because
the model’s performance is not improved anymore, and it goes in overfitting.

The performance of the model is evaluated in terms of accuracy and the
evaluation phase are used unseen data before from the model. The model has
an accuracy of 73%. Table 3 shows the experimental result.
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Tab. 3 Experimental result

Model Accuracy
CNN 73%

5. CONCLUSION AND FUTURE WORK

In this paper, we present the implementation of a neural network model for
opinion classification in the Albanian language in a two-classes annotation
schema: positive and negative. The neural network is implemented using
Keras (Chollet 2015) and Tensorflow (Abad et. al., 2015). The network has 4
layers, an embedding layer, a Conv1D layer, a Glob-alMaxPooling1D, and a
Dense layer. The model has an accuracy of 73%.

To train and test the classification model, we have created an opinion
dataset in the Albanian language. The dataset contains 900 text-document
opinions classified into positive or negative. An opinion is annotated as
positive if the polarity of the sentiment expressed by it is positive and negative
if the polarity of the sentiment expressed by it is negative. Prior to be used for
training the model and then its accuracy, the dataset undergoes a
preprocessing phase. Here, the stop-words, the numbers, the punctations, the
special characters are removed, and all the words converted to lower case. The
document generated is a bag-of-words. Then the bag-of-words data are
converted as a sequence of data to be ready to be used in training and
evaluating the model.

The accuracy of a neural model used for the classification task is affected
by the size of the dataset and the annotation quality of the dataset. As future
work, we propose enlarging the dataset and the dataset to be annotated by a
second annotator to ensure the quality of the annotation. Also, we can suggest
the use of deep learning for opinion classification tasks in the Albanian
language.
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ABSTRACT

The large amount of data generated in social media platforms has unavoidably become
an important source of understanding human opinions and behaviors. Models of
sentiment analysis and tools to process social media data have been developed in
English, German, lItalian etc., but studies related to the Albanian language remain
limited. The present paper aims to: i) provide a better understanding of the steps
needed in a sentiment analyzer and, ii) present a model to automatically process
tweets in Albanian language. The process starts with the cleaning and classification
are the first steps of this process, while the generation of meaningful results is the final
one. Entity and text analysis are used to provide the best insights and a better
understanding of humans’ opinion about different trending topics. The comparison
between three machine learning classifiers (Naive Bayes, SVM, Logistic Regression)
is here made to address the best classification method. The performance of these
classifiers is evaluated based on statistical accuracy tests.
Keywords: social media, classification methods, opinions

1. INTRODUCTION

Social media platforms are a key part of digital strategies of public and
private institutions. Social media interaction is an umbrella term that
encompasses all the two-way conversations and touchpoints that occur
between the users. Twitter is one of the most used micro-blogging services
nowadays, counting more than 330 million active users (Statista, 2021). The
topology of the Twitter network is one directional, and each tweet is limited to
280 characters (Twitter Developer Platform, 2021). The use of Twitter data is
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linked to the provision of the Twitter API, that is a well-structured APl which
provides a high level of accessibility towards the information that users accept
to make public.

Social media analytics involves the extraction, analysis and interpretation
of the information generated on social media platforms, converting data into
meaningful insights. The process of building an application for ‘Social Media
Mining’ is reported in (Bonzanini 2016) as following:

e Authentication - linked with the OAuth (Open Authorization) standard
used in Twitter;

o Data collection - the obtaining the information related to a user or topic;

¢ Data cleaning and pre-processing - the data need to be transformed in a
readable format for further processes;

e Modelling and analysing - depends on the results that need to be
achieved

Sentiment Analysis (SA) is a subfield of natural language processing which
analyses the sentiment and emotions expressed by users related to a product/
service/ topic or any other user in the network (Rusell and Klassen, 2019).
Observing sentiment from social media platforms is possible through the
combination of NLP and machine learning tools. The SA techniques provide
an automatic way to analyze conversations in social media, allowing
organizations to learn their customer’s opinion and needs. Different
algorithms can be used in a sentiment analysis model such as: rule-based,
automatic and hybrid (Rusell and Klassen 2019). In this study, we are going to
use machine learning techniques (which are part of the automatic category) to
learn from the data in disposal. While using these techniques we consider two
main processes: training and prediction (Liu 2015). A training dataset is used
to teach the model how particular inputs can be associated with an appropriate
tag. After the model is trained, it can be used to predict the perfect tag that
matches each input given in the model.

The present paper aims to find an appropriate solution to influence
different social groups via data mining techniques. Python has been chosen as
a programming language with a rich ecosystem, easy syntax and semantic
which together provide the best means for both beginners and advanced users.
Using Python and its associated libraries provides an answer to another
important question: “How can all SA steps be established?”. The main Python
libraries used in each process are Python Docs, (2021):

o Tweepy: Twitter REST API is used to access previously generated
tweets;

o NumPy (Numerical Python): To process effectively data structures in an
array like form;
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e SciKit-learn: To have access to the main classification algorithms that
will be used in this work (Naive Bayes, Logistic Regression and SVM);

¢ NLTK: To process and classify textual representations;

e Jupyter Notebook: To code live and directly view graphical
representations and textual input.

The structure of this work is as following: Section 2 presents research
studies linked with Sentiment Analysis; Section 3 explains the methodology
followed; Section 4 presents the experimental results achieved and Section 5
provides the main conclusions achieved and possible future work.

2. Related Work

Many papers provide information about Sentiment Analysis for languages
such as English, German, Chinese etc., but studies about Albanian language
remain quite limited. The first approach for SA in Albania could be found in
(Biba and Mane 2013). After experimenting with different classifiers, they
concluded that the best performing classifier for their corpus was Hyper Pipes,
with an average accuracy of 87%. Trandafili et al., (2018) compared the
performance of text classification algorithms in a corpus with 20 classes (40
document each). Using the Weka software to test different algorithms (Naive
Bayes, Random Forest, SVM, Decision Tree, K-Nearest Neighbor, Simple
Logistic, ANN), they concluded that the best performing algorithm in their
corpus was Naive Bayes and SVM (Trandafili et al., 2018). Skenduli et. al.,
(2018) made a comparative analysis between different classifiers using the
collection of around 60000 posts from Facebook, which belong to 119
Albanian politicians, and the results showed deep learning techniques having a
better performance than other classical machine learning classifiers. Kote et
al., (2018) created 5 corpuses each containing 50 text documents of positive
and 50 of negative opinions. WEKA software was used to perform
experiments and evaluate the performance of classification algorithms. The
result achieved after the experiments is that for different corpuses, different
algorithms give different performances. Hyper Pipes was evaluated as the
algorithm with the best performance (83.62%) in (Kote et al., 2018).
Additional interesting information about text and emotion classification in
Albanian language could be found in (Skénduli and Biba 2013; Voca and
Kadriu 2015; Kadriu and Abazi 2017; Vasili et al., 2018; Kadriu et al., 2019;
Kote et al., 2019; Kote and Biba 2021; Vasili et al., 2021).

3. METHODOLOGY

Here, the steps needed to label posts in Twitter, assigning each post a
positive or negative sentiment, is reported. The collection and processing of
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the available data is part of an elaboration process. Figure 1 depicts the model
used, including all the steps needed for the tweet’s classification. While trying
to build a proper model for collecting and processing the available
information, the necessary details to be taken in consideration are directly
linked with the characteristics of the Albanian language and the format of each
post. The forthcoming paragraph provides detailed information about the
process of cleaning, processing, classifying and visualizing.

Main objectives

The present paper aims to; i) present different methods that can be used to
develop a sentiment analysis model in Twitter and, ii) present the achieved
results. It presents the necessary steps that can be followed to label each post
with a sentiment, providing an overview of the main NLP methods for
students and other interested individuals that are new in this field. The dataset
created by (Mozetic et al., 2016) is used as a training and testing dataset. It
contains datasets for 15 different languages, including Albanian language. The
authors concluded that the quality of the training data directly affects the
quality of the classification model (Mozetic et al., 2016). By using the dataset
from (Mozetic et al., 2016) as training and testing dataset, an opinion analysis
could be carried out. To proceed with a concrete example, the analysis is
going to be focused on extracting people’s opinions and feelings from their
posts in Twitter. The following steps are followed to achieve the results:

1. Pre-processing of the training data, so that they can be ready for the
mining process (data cleaning, the removal of hashtags and other users
mentioning);

2. Training and testing the classification algorithms with the (Mozetic et
al., 2016);

3. The evaluation of the result from different classifiers

Using the Pareto Principle, 80% of the data is used for training purposes
and 20% of the data is used for testing (Bonzanini 2016). To achieve the
expected results in the classification module, we the Naive Bayes, SVM, and
the Logistic Regression classifiers were used. The classification algorithms are
accessed from the NLTK Python library and are fed with the training data and
then tested accordingly.

The proposed architecture

The architecture in the Figure 1 represents all the steps followed. The
process of pre-processing and cleaning are described below.

In the end, the main result to be achieved by using this model is the
automatic classification of the posts into two categories (positive and
negative). In addition, an overview about the important aspects could be
developed.
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Fig. 7: The proposed architecture

Pre-processing

Having in disposal a previously created dataset (Mozetic et al., 2016), it is
important to pre-process the data to give them a proper format before the
analysis steps. The pre-processing phase is one of the most important phases
in the sentiment analysis journey, since it captures the most important words
in a sentence or document. Different rules are determined depending on the
language of the posts that we are collecting. In this phase we need to clean all
the collected tweets, to find the proper message. Specifically, the steps that
could be included in the pre-processing or cleaning phase are:

1. Transform all text into lowercase;

2. Remove stop-words; for Albanian language: ‘dhe’, ‘edhe’, ‘te’, ‘ne’,
‘sepse’, ‘por’ etc.;

3. Remove blank spaces, punctuations;

4. If necessary, remove words with less than three letters;

5. Remove hashtags (#), URL (http://....), users tagged (@);

6. Stemming- Consists in removing the end of the words;

7. Lemmatization- Removal of inflectional ending, return the base
(lemma) of the word.

An example of cleaned tweet is in the Table 1 reported:
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Table 4. Pre-processing a tweet

Original Né takim me @EPP President @JosephDaul: Moshapja e negociatave

tweet ndéshkon Shqipériné dhe ndihmon politikanét gé kané tradhétuar
gytetarét shqiptaré, duke bashképunuar me krimin pér pushtetin dhe
pasurimin e tyre. #EPPSummit#Wearefamily#AlbaniaintheEU

Pre- takim, president, moshapja, negociatave, ndéshkon, Shqipériné,
processed ndihmon, politikanét, tradhétuar, qytetarét, shqiptaré, bashképunuar,
tweet krimin, pushtetin, pasurimin

Table 1 shows that cleaning a tweet is an important process, as unnecessary
elements are removed. Pre-processing provides a way to group the most
important words in a post and offer an easier classification process.

The pre-processing function is built in Python and leads the way to the
following steps. From the mentioned pre-processing steps, we have considered
the following: transformation of the words in lowercase, removal of some of
the most common stop words in Albanian, removal of blank spaces and
punctuations, removal of URLS, hashtags (#) and user mentions (@). The stop
words list is composed of a group of 173 stop words in total. The
word_tokenize function from the NLTK’s library is further used to return a
tokenized version of the initial text, which in this point contains the main
words that are linked with the text meaning.

Stemming and Lemmatization are not in the present investigation included.
The use of proper stemming algorithm and lemmatization would further
optimize the usage of this model, leaving space for future experiments and
optimization.

Training and testing dataset

Mozetic et al., (2016) said that dataset is used to train and test the
classification algorithms. In addition, it is composed of around 53,005 posts,
8,106 of which express a negative sentiment, 18,768 neutral and 26,131 a
positive sentiment. Since in this work only the positive and negative labels are
taken into consideration, the total number of records is estimated to be 34,237.
The dataset saves the following attributes for each tweet: Tweet_Id, Sentiment
(Positive, Negative or Neutral) and the annotator’s Id (Mozetic, 2016).

The majority of the techniques used to evaluate a model are rated
according to the comparison between the label generated during the test and
the proper label the input should have. The testing process has the same
format as the training but the information differs.


https://twitter.com/EPP
https://twitter.com/JosephDaul
https://twitter.com/hashtag/EPPSummit?src=hash
https://twitter.com/hashtag/EPPSummit?src=hash
https://twitter.com/hashtag/AlbaniaintheEU?src=hash

AJNTS No 57 / 2023 (XXVIII)

Classification algorithms

To classify tweets in different classes (positive or negative) we need to
build a classifier, which in this case is done with the help of the NLTK library.
This library is one of the most powerful libraries in Python, at least for the
classification algorithms included in it (Rusell and Klassen 2019). A script in
Python is built to import these algorithms.

With the data in disposal in the training dataset, we can guarantee a
satisfactory analysis of the Albanian posts, but there is a necessity to create a
way for more detailed statistics with the help of a better constructed dataset in
the future. The block diagram of this module is accordingly expressed in
Figure 2.

Preprocessed training dat o] Tokenization —|

l Training machine
Tfidf Vectorizer — Iearg;r;%;?ol_%eglig\il:lve
Regression/ SVM)

v

Classification

v

Accuracy_score

Fig. 8: Block diagram of the feature extraction module

The list of all the expression contained in the respective dataset is
transformed into a list of pairs (word, sentiment). The fit and predict methods
from the sklearn library are used respectively in the training and testing
dataset (PythonProgramming, 2021). The fit function calculated the mean and
variance of each of the features in the data in disposal, while the predict
function uses the calculated weights to make predictions in the test data. The
used classifiers are Naive Bayes, Logistic Regression and SVM.

The initialization of the classifier provides the possibility to test it with
different collected tweets. The training process provided the classifier with the
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possibility to differentiate the presence of words and the sentiment related to
them. In Jupyter Notebook we tried the following command:

tweet="Situata e sotme ishte e pakéndshme’
classifier.classify(extract_features(tweet.split()))

The classifying method (classify) takes as argument a group of tweet
characteristics, which in this case contains the word ‘pakéndshme’ which is
linked to a negative sentiment. The enlargement of the dataset would provide
a better classification process. Once the training and testing process are
performed, different data could be inputted in the model and produce a final
targeting label.

4. Experimental results

The accuracy score function from the NLTK library is used to calculate
the accuracy of each the classifiers. The evaluation of the classifier’s accuracy
is done by passing to the trained classifier the testing dataset. The results
achieved are presented in Table 2.

Table 5. The accuracy of the classifiers

Naive Bayes Logistic Regression SVM
Accuracy | 77.3% 79.7% 78.7%

Table 2 shows that the classifiers presented a good level of accuracy. The
Logistic Regression classifiers present a higher accuracy rate for the dataset in
disposal. For this reason, all the results achieved until now are relatively good
to take into consideration. The classification and testing involved, provide a
good model for the automatic classification of different posts regarding the
sentiment they express.

By using this model, and the structure given, more advanced cases can be
studied to achieve meaningful results for the future. We need to mention that
by further checking the dataset and by using other pre-processing techniques,
or even creating a more specific dataset, the classifiers accuracy in
determining the sentiment may change and provide a more accurate final
result.
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5. CONCLUSIONS

This work provides the starting point towards sentiment analysis of text
found in social media platforms. By providing all the steps that need to be
followed the model represented is a good source of information for students
and other interested individuals who are interesting in further developing their
knowledge in natural language processing and opinion mining.

The built model can be used to determine a result for a specific topic or for
a public person. The most important part is that by determining an Albanian
language dataset, it is possible to classify the Albanian posts of different
public personalities or Albanian companies. This model, even though is still in
its first steps of implementation, can be further advanced to be helpful in
different fields such as finance, marketing, innovation and so on.

Further on, a combination of the opinion and sentiment analyses linked
with real time events, would provide a better possibility to understand what is
happening around the world, or specifically in Albania. Political, artistic or
sportive events can be processed in real time to gain a better insight about
people’s responsiveness.

Meanwhile, there are a lot of features to be fixed and updated so that to
provide better results. From the review of literature and related works, we
think that there is a necessity to create a well-structured public dataset in
Albanian language for research and academic purposes. Further on, in this
project only two sentiment groups were created (positive and negative).
Adding other important categories such as neutral, angry, hope etc. would be
beneficial in future cases. In the end, another important part, which would
make the usage of this model and the part of visualization or classification
more accessible, would be the development of a simple application where
each person could search different topics or public personalities and find out
the statistics related to them in graphical or statistical form.
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ABSTRACT

The transmission of television content via internet, otherwise known over the top
television (OTT) has expanded the television audience by reaching individuals who
want to see their favourite content without a predetermined timetable or in a lot of
different devices. It is an innovative technology, which is being used increasingly
from OTT service providers that have started their activity in the recent years as well
as traditional broadcast companies, which are adapting to the market requests.
Although it is an important part of the industry, there is an insufficient amount of
information regarding its technology and operation. In addition, this information is
often unclear and unorganized. This paper gives a complete view of the OTT TV
systems, including the technical challenges, transmission protocols and infrastructure.
This explanation is provided using a ‘demo’ OTT Live platform with one channel and
several clients. Building this system, revealed a lot of difficulties related to the
creation of an OTT platform, which brings a lot of benefits to the service providers
and users. However, there are a lot of aspects that can be improved through proper
research like transmission latency, which is considerable due to the long path, which
the content follows before reaching the client application, advertisement inclusion in a
suitable way and maintaining a good quality of experience for each viewer in every
device to ensure the longevity of the OTT television service.

Keywords: over the top, television, live, transcoder, origin server, packager, CDN

1. INTRODUCTION

Over the top television is defined as the transmission of television content
through the internet infrastructure and protocols. The last decade marked the
introduction and development of this new technology, but in the first decade
of the 2000s, television and the internet were completely separated from each
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other. It was only in 2010 that OTT TV started to attract the attention of
viewers and the media companies, considering Netflix’s history of success and
the technological advances which allowed television content to be viewed in a
lot of different electronic devices (Lotz 2018). Over the top television has
been successful in the distribution of live content and video on demand. One
of the main reasons for this success has to do with the possibility to view the
content in every device that has an internet connection such as smartphones,
tablets, smart TVs etc. Given the role that internet has in people’s everyday
life, OTT TV is now accessible for most of the world’s population and has
attracted new audiences which were not satisfied with the traditional
terrestrial, satellite or cable television (Blanc 2017; Sadana and Sharma 2021).
However, OTT TV is still considered as a novelty in television industry. and
as a result, there is little information regarding its technology, operation, and
architecture. Also, this information can sometimes be unclear and difficult to
understand. This fact brings the necessity for a detailed analysis of over-the-
top TV service, which is the purpose of this paper (Taylor 2019). The
following sections explain the full architecture of an OTT system as well as
the new streaming protocols and technical aspects of the system. This
explanation is accompanied with a demo platform, which is built to study
more closely the constituent parts of it and to monitor all the content
processing that is made before it is published on the internet and distributed to
the client. The last section of the paper gives the conclusions and highlights
the innovative aspects of over-the-top television and the challenges that it
faces in order to achieve the same performance as broadcast TV.

2. VIDEO STREAMING PROTOCOLS

Protocols are often described as a set of rules that enable a successful
communication and data transmission, but video streaming protocols have
several characteristics related to their specific application, because most of the
video content is not created for streaming purposes. This means that first it is
necessary to convert the video into a suitable format. This includes breaking it
up in small chunks, which are transmitted sequentially and are played the
moment they are received. This is the core functionality of video streaming
protocols, but they are more complex, because they usually use adaptive
bitrate delivery. This technology is implemented by transcoding video content
with multiple profiles, which means that the same content is transcoded with
different resolution and bitrate. The Internet connection of different people
does not have the same speed and even the connection of a specific user
changes in time depending on circumstances. For this reason, OTT TV
protocols offer different profiles of the same content, and the client application
evaluates the Internet connection at the moment of viewing and chooses the
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profile that is more suitable for the specific client, so every user gets the best
quality that he can support. Some protocols focus on different aspects of the
streaming process such as the latency or content encryption, but there are three
most popular and used protocols HLS, MPEG-DASH and Microsoft Smooth
Streaming. HLS was originally designed exclusively for Apple devices, but
nowadays it is supported by a lot of devices and browsers, and it is in fact the
most used streaming protocol. It ensures a good quality of video with low cost
and high security. MPEG-DASH or Dynamic Adaptive Streaming over HTTP
is a streaming protocol, which was developed by MPEG (Moving Pictures
Expert Group), with the purpose of creating an alternative to Apple HLS. The
crucial difference between these protocols is their ownership. Also, HLS
supports only some specific video and audio formats whereas MPEG-DASH
operates with all formats. Microsoft Smooth Streaming is a streaming
protocol, like two protocols explained above, but unlike them, Smooth
Streaming uses CPU usage as an indicator in choosing the right profile. This
new indicator is specifically useful in mobile devices such as smartphones or
tablets (Barz and Bassett 2016).

3. OTT TV PLATFORMS’ ARCHITECTURE

OTT TV services use the internet network to distribute live or on demand
video content to viewers. Although they use Internet attributes for the data
transmission, there is a need for some specific processing steps in order for the
content to be suitable for distribution to the client. The full architecture of an
OTT platform is given in the Figure 1. Firstly, all television content (Live
Streaming, Video on Demand) goes through the transcoder, which changes
different characteristics so that this content is in the required format.
Transcoding is the process that ensures adaptive bitrate delivery. The next step
in an OTT platform is the packager that breaks up the content in fragments or
chunks and creates the manifest files, both of which are published in the origin
server, which is the server responsible for processing client requests and
serving the content to the client application (Blanc 2017). However, an OTT
platform with only one origin server that communicates with all the clients
would not be efficient, because this server would become a one point of
failure. In an effort to avoid this problem and also to improve the quality of
viewing, OTT TV uses Content Delivery Networks, that are a group of servers
placed in different geographical locations (Oliveira et al., 2018). These servers
save the content in their memory so that when a client sends a request, it can
be served to him directly from the closest server. After the CDN, the request is
delivered to the client application, which is the software that has built the
request for the content and when it receives this content is responsible for
decoding and playing it. This is the transmission chain, in which the content
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goes through, but there are two other important systems that complete the
whole OTT platform which are the DRM and the Middleware. Digital Rights
Management or DRM is a system that ensures that a specific content is
available only for authorized clients and it does this through encryption, which
actually happens in the packager, but it is the DRM system that authenticates
the client and distributes the encryption and decryption keys towards the
packager and the client application respectively. The middleware is a very
important software for the operation of an OTT service with many clients and
many channels because it manages the whole system. The middleware gives
the client the opportunity to view his requested channel without the need for
knowledge regarding manifest files and URLs. It guaranties a successful
communication between all the components of the platform, which are
designed by different vendors, and it communicates constantly with CRM
(Customer Relationship Management) to exchange information about billing
and information about the clients and their rights so that together with the
DRM, they ensure that the OTT service is received only by authorized clients.
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Fig. 9: Architecture of an OTT TV platform.
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Transcoding

Transcoding is the process of transforming the media content in a different
format to ensure that it is suitable for platforms and applications with different
requests. Two of the most important components of transcoding are trans-
sizing and trans-rating. Trans-sizing is the change of the video size which
includes not only the place that this video occupies in the hardware memory,
but also the resolution. Trans-rating is a similar process, but it has to do with
the bitrate. It is necessary as the process that enables adaptive bitrate delivery.

Packaging

As aforementioned said, once the transcoding process is done, the content
is transformed into a specific format, but an application responsible for
playing the video requires more information than what can be included in an
individual media file such as available resolutions and bitrates, available audio
and video formats, audio languages, subtitles, and advertisement insertion
points. HLS and MPEG-DASH protocols put all these information in a single
file called a manifest file. In the HLS protocol this file is called a Master
Playlist, which includes the bandwidth, resolution, and coding format for each
profile and the URL where this format can be found. Media Presentation
Descriptions give the same information in the MPEG-DASH protocol, but it is
slightly more organized since it arranges media profiles into Adaption Sets. In
an OTT TV platform, the packager does two essential services. It fragments
the content in chunks, and it prepares the manifest file, as it is explained
above.

Origin Server

An origin server is a computer with the main responsibility of processing
and answering the clients’ Internet requests. It can be the only part of the OTT
platform responsible for delivering the content to an Internet entity such as a
website as long as the traffic does not exceed the server’s capabilities and
short delay is not a priority. The physical distance between the origin server
and the client increases the latency and as a result it increases the loading time
of an Internet source. Using a Content Delivery Network (CDN) is the current
solution for reducing round trip time and the number of requests that are
handled by the origin server.

Content Delivery Network

A Content Delivery Network can be defined as a server platform located in
strategic positions with the goal of decreasing the physical distance between a
client and the server that responds to him. Usually, a CDN has three kinds of
servers: the origin server, the shield, which is a server that protects the origin
from overloading with requests and the points of presence (POP). Once a
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request arrives, the shield subsequently checks the local memory and if the
information is not found, the requests go to the origin. The third kind of
servers which is the most common in a CDN is POP, which is a cache server
located far from the origin. These POPs answer the clients request with the
version of content that they have in their cache memory. If one POP does not
find the requested files it searches them in other POPs of the network and only
when content is unavailable or not updated, the client request goes to the
origin server (Aljumaily 2016; Al-Abbasi Aggarwal et al., 2019) A Content
Delivery Network has a lot of advantages such as availability, scalability,
security, and a better performance for the platform (Held 2011; Zolfaghari et
al., 2020).

4. BUILDING ADEMO OTT LIVE PLATFORM

Description of the demo platform building process

The following paragraph describes every step in the process of creating a
demo version of a Live OTT platform, which is a small platform with one live
channel, that does not include all the parts of the infrastructure but is very
helpful in completing the OTT view and presenting a practical demonstration
of the information explained previously. It also gives more insight into the
whole processing flow of the signal and all the files that are created for
specific needs.

The input signal of this platform is an IP stream that is generated based on
DVB-T2 standard, which means that it is adapted for traditional terrestrial
broadcast. According to the DVB-T2 standard the television signal is
transmitted as an MPEG transport stream, which encapsulates several
elementary streams, with different PIDs (Program Identifier) for different
elements of the signal such as video, audio, subtitles etc. As it is mentioned
earlier the OTT transmission requires TV signals with different characteristics
that are suitable for the streaming protocols of the Internet. Therefore, after
passing through the processing components of the demo platform, the output
signal is presented as a set of files, whose type depends on the file-based
protocol used for transmission such as HLS, MPEG-DASH, MSS etc. Each of
these files contains the video, audio and metadata components of the signal. In
the OTT platform each of these files is considered as a “chunk”, whose
duration can be configured in the packager. However, for a specific time
length we expect to have more than one file, considering the use of adaptive
bitrate streaming, which means the same part of the TV content will be
represented as different files with different bitrates and resolution. The
necessary information regarding these files, their characteristics and order is
included in the manifest file. In the final step of the demo platform, the player
of the client app will request the proper files depending on the client device
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screen resolution, network connectivity capacity and will play the content as a
continuous stream.
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Fig. 10: Input and output signal of the OTT demo platform

In the demo platform, the two most important components are the
transcoder and the packager, which are implemented together with the origin
server. Although every part of the OTT architecture has a role in ensuring a
good operation and quality of experience for the viewer, these two parts are
crucial for the transmission. They enable the distribution of content via the
Internet, while other components like DRM, CDN or Middleware offer
services that facilitate the management and avoid problems that may rise in a
platform with more content and more clients. Regarding the client application,
the software chosen is VLC, which is an application that can be installed in
every client’s equipment.

Hardware equipment

In the creation of the demo OTT Live platform, there was a need for
several computers and hardware equipment. First, it was used an Edge Probe
Nano monitoring DVB-T/T2 signal equipment (TestTree 2020), which serves
as a receiver of the terrestrial signal. It receives a DVB-T2 stream, chooses a
specific channel and streams it in a multicast IP address. This multicast stream
is captured by the transcoder, which is the HERO Live transcoder from Media
Excel (MediaExcel 2021). This software is installed in a standard datacentre
server running over a virtualized platform. The next device is a standard
desktop computer with installed Ubuntu Server 21.04 operating system. This
computer contains the Unified Streaming origin server (Unified 2021). A
standard network and management computers are connected in a LAN (Local
Area Network) for management purposes. Each build platform is accessed by
the management computer either from their respective web interface, or from
the PuTTy ssh client and WinSCP FTP client. In the same network, a standard
computer is also used as OTT client with VLC application installed. Another
client equipment used is an Android Box, which is connected to a TV and
allows the installation of the VLC application. A switch is used to connect all
of the mentioned equipment with each other in a small local network. OTT is
the transmission of the signal via the Internet, but taking into consideration the
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fact that the Internet is a very large network, using a small local network
would not bring any difference.

Demonstration of the demo OTT platform

The following pictures demonstrate and explain the creation of the OTT
Live platform. Figure 3 shows the web management interface of the HERO
Transcoder, which has the option of configuring different groups of
transcoders along with every channel, which has only one input and have one
or more output. That means that different profiles can be created for the same
content to enable the adaptive bitrate transmission. The channel configuration
also includes pre-processing, logo overlay and video and audio pre-set for
every output, as in the Figure 4 depicted.
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Fig. 3: The transcoder web management interface
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Fig. 4: The channel configuration in the transcoder.

As aforementioned said, the packager and origin server used in this
platform in the Unified Streaming origin, which is installed in a computer that
also contains the Apache software. This is an open-source software that
enables the creation of several web servers in a single physical machine. A
web server is called a virtual host in Apache, and it is set up by editing its
configuration file. After configuring the web server, the next step is the
creation of the publishing points, which are the folders, where the transcoder
posts the content. In this platform, the transcoder and the origin server
communicate through the Microsoft Smooth Streaming protocol, therefore the
publishing point is created by writing the server manifest file (.isml). The
script, executed to create the publishing point is shown in figure 5, while
figure 6 shows the manifest file.
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#/bin/bash

FOLDER="/wvar/wuw/html/ live/demoservice"
MANIFEST="3iFOLDER/ demnservice . isml ™
echo

mkdir -m 777 -p

mpdsplit --license-key=/varfwwwfusp-license.key —o \
——archiving=true

—-—archive segment length=3600 kY

—-dvr_window_length=120 %

—-archive length=86400 Y

--restart_on_encoder_reconnect Y
--hls.client_manifest_wversion=4 %

chmod 566

sudo chown -R wyw-data:www—data

Fig. 5: The executable script for creating the publishing point
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Fig. 6: The manifest file (.isml) in the origin server.

Once the channel and its respective publishing point is created, the OTT
distribution can begin. Figure 7 depicts the monitoring of the channel in the
transcoder, while the state of the publishing point folder in the origin server,
which now contains the manifest file (.isml) and the chunks for every profile
of the channel (.ismv) is in the Figure 8 depicted.
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Fig. 7: Monitoring the channel after it is started.

It can be seen that since the moment the channel is started in the
transcoder, in the publishing point there are two chunks created at the same
time. As expected, there are two files with the same content, but with different

resolution and bitrate.
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Fig. 8: The publishing point directory during the transmission.

The demo platform, configured with only two profiles, is sufficient to test
the OTT transmission’s capabilities and adaptiveness to the available
resources of several clients. Table 1 shows the chosen profile of several client
devices that differ regarding their screen resolution and the available
bandwidth of their internet connection. In this experiment, the available
bandwidth of the client devices has been controlled, so that the behaviour of
the built OTT platform can be monitored, on presenting the right profile to
each client that offers the best user experience with the available resources.

Table 6: OTT Profile chosen based on the client devices’ screen resolution

and available bandwidth

Client device Available bandwidth Chosen profile
Mobile phone 1024 kbps 360p / 800kbps
Mobile phone 2048 kbps 360p / 800kbps
Desktop computer 1024 kbps 360p / 800kbps
Desktop computer 2048 kbps 480p / 1200kbps
Android TV 1024 kbps 360p / 800kbps
Android TV 2048 kbps 480p / 1200kbps




86 | AINTS No 57 / 2023 (XXVIII)

Table 1 reports that the mobile phone, which is a device with a small
screen resolution, chooses the 360p/800kbps profile even when the connection
bandwidth can support the higher profile. The player of the device does not
choose the highest profile available which is the 480p/1200kbps, because the
screen resolution of the mobile phone does not support it and it would not
bring any significant benefit to the user experience.

It clear that for the desktop computer and Android TV, which have a higher
resolution and are considered as ‘big screens’, the player chooses the highest
profile offered by the OTT platform that is permitted by the available
bandwidth. In this case, when the available bandwidth is higher than 1200
kbps, the platform choses the 480p/1200kbps profile. When the Internet
connection speed is reduced, it does not allow for the TV content to be
streamed continuously from the platform to the client using the previous
profile. As a result of that, the player chooses the next available profile (with a
lower resolution and bitrate) so that the content can be transmitted without any
error or missing packet, that would appear as an artifact in the video and
would degrade the user experience. This ability to adapt to the client devices
and their properties, ensured by the adaptive bitrate transcoding and
packaging, is dynamic. This means that the connection of each client is
monitored continuously so that the player automatically switches to different
profiles when the network conditions change, and the best user experience is
offered to all the clients.

Figure 9 shows the content played in the client software, which in this case
is installed in a laptop. As explained previously, the computer screen is
considered as a ‘big screen’; therefore, the player of the client application
chooses the higher profile, which is 480 pixels and 1.2 Mbps. Once the
creating the demo version of a live OTT TV platform is created, the television
signal starts to be played in the chosen client devices, and its profile is
adapting to the capabilities of each device, which means that the demo
platform is complete and the distribution of the content through the internet
has been achieved.
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Fig. 9: The VLC software playing the content

6. CONCLUSIONS

Over the top television is the transmission of television content through the
Internet. In OTT TV, the viewer has to require the content in order for it to be
transmitted. As an industry, the OTT television has developed a lot in the last
10 years, but it still faces many challenges, which have to be solved so that
more audiences can be reached. OTT service providers have to analyse and
offer flexibility in payment methods, marketing and advertisement inclusion.
Moreover, the transmission latency is a performance parameter that appears to
be not as good as in traditional TV due to the nature of the OTT protocols, that
separate the content in chunks. This parameter needs to be improved, by using
suitable algorithms, chunk duration and the exact moment when the video
starts to be played (Bjelica et al., 2015; Latkoski et al., 2016). The process of
building a demo OTT platform showcased two major factors that contribute to
the growing popularity of the OTT TV nowadays, which are the low cost and
relative simplicity in creating an OTT platform, considering that is built on top
of existing Internet infrastructure. Moreover, the demo version emphasized all
the system components and their functions, which require further research in
order to be developed so that a good quality of experience can be ensured for
every client, despite his equipment, internet connection or the content he is
watching (Goldstein et al., 2020). The build platform allows to monitor and
test different video streaming profiles (different resolution and bandwidth) and
different CDNSs. These tests can be performed not only for the stream profiles
as in this experiment, but also for more profiles and several channels with
different type of content. The testing results can help to evaluate and fix
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bottleneck problems or any other obstacles that may appear during streaming
when the number of clients grows.
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ABSTRACT

Distributed teams have long adapted their own versions of implementation the of
Agile methods, and the use of many tools to facilitate the access to these methods.
However, which is the most appropriate method and the factors impacting it remain
unclear. A systematic literature review of the most recent publications to identify the
challenges, trends, and the less explored area of Agile Methodologies for distributed
software development (DSD) is here made for the years 2017-2021 by including here
the pandemic years. The results showed a considerable interest in Agile for
Distributed Software Development. Case studies and guidelines and proposal of
hybrid models’ implementation were considered for the review. Scrum and Extreme
Programming are the most reviewed methods with focus on Peer Programming and
Lean Programming. At the same time, an important attention is given to scaled agile
and its adoption for distributed teams too, where most of the analysis is focused on
Scrum of Scrums, Scaled Agile Framework and Disciplined Agile Delivery.
Keywords: Agile, global software development, distributed software development,
scurm

1. INTRODUCTION

Global software development (GSD) has an increasing interest both in
industry and in academics. The decision to go global for many companies is
considered cost-effective, time reducing thus faster development, access to
global resources and increased flexibility. In addition, it faces several
challenges such as geographical locations, cultures, time zones and languages
all affected the team involved, the project structure and processes.

GSD-related topics have been in focus and discussed extensively in
literature. However, understanding and examining all the aspects of GSD is
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particularly challenging as it varies by the organization type and structure
(how are teams are organized and distributed), the form of GSD
implementation (whether the teams are independent or distributed), the team
experience. It is noticed that each publication usually focuses on a particular
challenge and project aspect.

Agile

Unlike the traditional software process development methods that are plan-
driven and have more strict phases, agile methods have introduced a dynamic
process with less documentation produced but more software delivered in less
time, thus responding better to business requirements. In such a powerful
procedure, prerequisites are profoundly unpredictable and consistent joint
effort is basic to adapt to constantly changing necessities for chance
alleviation because of conditions (Martakis and Deneva 2013). Engineer
coordinated effort is subject to the correspondence of changes of new errands,
just as on the consciousness of what others are doing and whether they are
accessible to help (Damian et al., 2007).

Agile in distributed teams

There are several publications about Agile and global software
development. In recent publications, authors have tried to give best practices
also propose new models to minimize the challenges faced. However, there is
a lack of information from real cases of industry which results could be found
in (Vallon 2018).

Consequently, we will investigate the recent case studies or evidences
coming from the industry and identify the trends in this area aiming to provide
information about the evidences provided, factors impacting agile
development in distributed software development, whether there are new
models proposed or novel approaches for Agile in DSD, and the most studied
methods in distributed Agile.

2. RESEARCH RESULTS

Information has been obtained from databases of ACM Digital Library,
AIS Electronic Library (AlSeL), IEEE Xplore, ScienceDirect and any open-
source publication. The research query is composed of two main objectives:
Agile and global software development. Taking into consideration that there
may be different combinations and sub queries, the last version of the query is
as follows:

(Agile OR scrum OR "extreme programming” OR "pair programming” OR
"lean programming” OR dsdm OR kanban) AND (“"global software
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development” OR GSD OR ‘virtual team" OR "global team") AND
("empirical study" OR "case study™).

The systematic literature review was implemented in two phases. First, all
the papers resulting from the query were reviewed and independently selected
by two authors. Second, the papers were categorized and reviewed.

There were 100 articles only for the period of 2020-2021. Once the
manuscripts’ content was read only 14 papers were selected, relevant to our
systematic review. There were 46 papers selected in total for this review.

Following, we provide answers to the research questions by giving in depth
details and explanation.

2.1.What evidence are provided (surveys/ case studies)?

The manuscripts could be divided into five categories. Three articles are
included in the group of proposal papers for future research (could also
considered as ‘work in progress’) where the authors proposed the field of
study and the methods that will be using. Five papers are classified as
‘Surveys’. Sixteen publications are classified as ‘case studies,” where authors
have provided insights from personal experience or real projects of Agile in
DSD. There are also identified two papers included into the group of the ‘New
Model Proposal’ papers.

Table 7 Papers categorisation. Total findings for each category.

Category Papers Total

Proposal for | (Razzak, 2017), (Lunesu et al., 2018), (Drechsler and
research Breth, 2019)

(Boyer and Mili, 2011), (Werewka et al., 2017),
(Seckin et al., 2018), (Vithana et al., 2018 ), (Marinho,
2019), (Majdenbaum and Chaves, 2020) (Shameem et
al, 2020)

(Awar et al., 2017), (Inayat et al. 2017), (Santos and
Nunes, 2017), (Bass et al., 2018), (Costa et al., 2018),
(Kahya and Seneler, 2018 (a)), (Kahya and Seneler,
2018 (b)), (Rajpal, 2018), (Paramartha, 2018),
(Aggarwal and Mani, 2019), (Bjgrn et al., 2019)
(Gupta et al., 2019 (a)), (Gupta et al., 2019(b)),
(Salameh and Bass, 2019), (Szab6 and Steghofer,
2019), (Uludag et al., 2019), (Qahtani, 2020), (Shafiq
et al., 2020), (Moe et al., 2020), (Britto et al., 2020),
(McCarthy et al., 2020), (Stray and Moe, 2020), (Khan
et al., 2021), (Beecham et al., 2021), (Geeling et al.,
2020)

Findings from | (Khmelevsky et al., 2017), (Lous et al.,2017),
other case | (Humble, 2018), (Putta, 2018), (Calefato et al.,2020), | 7
studies (Camara et al., 2020), (Shafiq et al., 2020)

3

Surveys

Case Studies 25
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New models | (Awar et al., 2017), (Kroll et al.,2017), (Beecham et
proposals al., 2021)

2.2. What factors impact Agile in Distributed Software Development?

Here the challenges and the drawbacks of Agile in global software
development are identified along with the positive aspects that these
methodologies combined with distributed software development might have
brought.

Some of the main characteristics that global software development needs to
address are related to temporal, geographical and sociocultural distances that
pose challenges in communication, control, and coordination (Szabé and
Steghdfer, 2019).

Agile practices require frequent communications in the team. In the
research conducted by (Inayat et al. 2017) are investigated multiple-case study
of four large, distributed companies. They found that in some companies,
where the teams were involved in distributed projects, communication with
the local colleagues was more frequent than with the remote ones and as a
result, the members know less about the professional background and are less
aware of the tasks that the remote colleague was working on. The work
progress of the remote team was also not transparent. This resulted in people
being more likely to communicate with someone they knew and that they
knew they can help, thus communicating more with those locally than
remotely. However, their study, despite the apparent believe, indicates that
distance does not seem to matter to communication frequency, and the
correlation results between communication, awareness and distance are
indecisive. Further investigations need to be conducted for wider cases
studies.

A particular case of GSD, where programming is appropriated over a
twenty-four-hour working day, is Follow the Sun (FTS) (Carmel et al., 2014).
For projects like this, the lack of communication or interaction in real time,
the time difference due to no overlapping of working hours or delays in
response times for problems, were key challenges for the temporal distance
(Kahya and Seneler, 2018). Also, the loss of concentration because of long
meetings at late hours is another risk.

As suggested by (Khmelevsky et al., 2017) the lack of face-to-face
communication, because of the distribution of the team, should be
compensated with rich communications using channels and as in real agile, at
least weekly, or biweekly meetings between the teams should be hold.
Brainstorming and frequent planed meetings are essential to overcome
problems for distributed team.
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In Agile there are specific roles that conduct specific activities. The
Product Owner, that has knowledge about the system being developed, should
be close to the developing team to interact with them (Kelly and Allan, 2019).
In cases where the product owner is the client itself, in distributed
environment it might not be possible. Thus, for distributed software
development projects, it is recommended that the Product Owner should be a
member of the team that has the feasibility to relocate near the customer to
discuss the business requirements and translate them in user stories for the
developing team (Paramartha, 2018). The role of the Product Owner may be
found also with the name of Business Analyst. In case of frequent traveling
and the utilization of tools for communication and implementing requests an
adequate budged to be estimated (Rajpal, 2018 ).

On research conducted for DSD in India and US or Europe, is observed
that the IT developers of India work under various transactional conditions
that differ from those who work in US or Europe (Bjarn et al., 2019). The idea
of trans locality guides us to consider the accomplished work arrangements as
a variety of word related governmental issues, infrastructural availability, and
worldwide office, which reach past national fringes. By focusing on the
manners by which procedure, work organization and technology shape the
trans locality of the working environment we can thus understand their lived
work experience in transnational work. Agile methodologies have an
advantage of increasing transparency and coordination across team; however,
this can be a risk for vendor companies offshore since it can disempower the
developers by reducing their decisions, thus having a negative impact in their
work (Bjern et al., 2019).

Technology diversity is another factor impacting distributed software
development. Agile methodologies require tools for team communication and
coordination. Sometimes, different teams work with different tools and the
time of the adaptation is requested. In other occasions the remote team may
pose resistance in moving from their own internal environment to something
new.

Awar et al., (2017) identified the English language as the one of the most
challenging issues. Different level of comprehension of the communication
language led to misunderstanding or difficulties in understanding requirements
or tasks assigned to the development team.

Using the Hofstede model, Lunesu et al., ( 2018) rises hypotheses with
respect to effect of social foundation on rehearses appropriation of the teams
involved. Ethnic, social, and cultural aspects determine the diversity in socio-
cultural. Even though they are still hypothesis, whenever approved, would
assist light-footed professionals with identifying early the potential difficulties
that they will confront unavoidably (and in this manner to be increasingly
arranged to this challenges)
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Other challenges are related to correspondence, specialized competency,
client commitment, information exchange, innovation, coordination, and
control. However, training and coaching and community-oriented
improvement were not found to have a noteworthy relationship with project
success for distributed teams (Vithana et al., 2018). They are close to personal
attitude and building the consistent project success.

One of the most important aspects for organization is lowering
development cost, and this can be achieved by going global and delegating the
work in other countries (Humble, 2018). In Global Software Engineering
(GSE), there are identified three success factors (competences,
communication, and collaboration) and three benefits (flexibility, innovation,
and efficiency) (Elbert et al., 2016).

Agile methods are developed around communication and transparency that
they imply and have a positive impact in global teams. These methods
encourage frequent meetings and collaborations that help to reduce the gap
betwe